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ABSTRACT The paradigm of Content-Centric Networks (CCN) has been used in several networking
application contexts in order to enhance the performance of data forwarding and retrieval. By disassociating
device addressing from the packet routing process, CCN offers new message routing possibilities in network
scenarios that are limited in this respect. An example of such scenarios concerns Delay/Disruption Tolerant
Networks (DTNs), in which requesting and retrieving data and services may be even more unpredictable
than simply sending any message from a source to a destination. With this in mind, we propose a DIscovery
and REtrieval protocol based on Social Cooperation (DIRESC), designed specifically to perform data
request and retrieval by applying the concept of CCN in the DTN scenario, an environment also known as
Content-Centric Delay-Tolerant Networks (CCDTN). Our forwarding mechanism proposes the distributed
sending of data based on the profile of each node, which is defined by its social interactions with other nodes.
To evaluate our protocol, we used the Opportunistic Network Environment (ONE) simulator to compare
DIRESC to other related CCDTN protocols, including our conceptual implementation of content-centric
forwarding dubbed CCN broadcast. Results show that social cooperation has positive performance impact
(i.e., improved delivery rate, delay, overhead, packet retransmission, and energy consumption) when com-
pared to other social-oblivious CCDTN protocols.

INDEX TERMS Social cooperation, CCDTN, routing.

I. INTRODUCTION
By focusing on the data/content itself, alternative net-
working solutions for data forwarding/retrieval has gained
the attention of the scientific community, such as
Content-Centric Communications [1], Information-centric
Networks (ICN), Named Data Networking (NDN) [2]
from the NFD prototype [3] and the well-known and
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established Content-Centric Networking (CCN) architec-
ture [4] from the CCNx project [5]. Moreover, considering
environments where long delays and frequent disconnec-
tions are common, and there is no guarantee of end-to-end
paths between source and destination nodes, we witness a
demand for networking approaches in which the devices
communicate opportunistically, i.e., taking advantage of
the contacts between nodes to exchange data [6]. Such
paradigm is explored by the Delay/Disruption Tolerant Net-
working (DTN), Pocket-Switched Networks (PSNs) and
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Opportunistic Networking (OppNet) in which the devices
(e.g., smartphones, tablets, laptops, IoT devices, etc) establish
direct connections between each other in order to exchange
data [7].

Due to the advantages of implementing the content-centric
network architecture (CCN) in the DTN paradigm [8], recent
literature has focused on developing solutions that enhance
data retrieval in the so-called Content-Centric Delay Tol-
erant Network (CCDTN). CCDTN comprises a DTN and
its respective characteristics such as mobility, intermittency
and partitioning, however, using the aspects of CCN that are
beneficial to it, such as name-based routing, which facilitates
the identification of content and its retrieval in dynamic sce-
narios; in-network caching, which reduces the data delivery
delay; and asynchronous communication, which eliminates
the need to maintain connection between communicating
nodes (i.e,. end-to-end path). In summary, CCDTN solutions
are not only concerned with the data exchange between nodes
that do not have direct communication with each other, but
with the proper functioning of the data request delivery pro-
cesses in a DTN scenario.

Despite this positive feature, relevant issues are still open.
In DTN, for instance, one of the major routing challenges
is to determine the relay node selection strategy in order
to increase the packet delivery probability, minimizing the
number of replications in the network and reducing, if pos-
sible, the delivery delay. The well-known Epidemic pro-
tocol [9], which is based on replication at every contact
opportunity, presents satisfactory results in terms of delivery
rate and delay, but with the trade-off of a high network
overhead [10]. Since the CCN communications have been
designed to operate mainly in broadcast and multicast [4]
behaving as the Epidemic, many recent works in CCDTN
seek for the best trade-off between CCN operation policy and
DTN limitations.

Hence, employing jointly DTN andCCNoffers new oppor-
tunities for performance improvement [11], but also raises
some relevant issues, for example, overcoming the broadcast
of interests, but still balancing the forwarding of the corre-
sponding data, avoiding to recurrently select the same set
of nodes for that task in the network. With regard to data
delivery, it is fundamental to value the possible multiple paths
in DTN, since forwarding through the reverse path of interests
can be hampered by network interruptions.

Still in the context of relay node selection strategy, which
is one of the most promising in CCDTN, such strategy should
avoid as much as possible the epidemic behavior by limiting
the number of nodes that receive messages based on some
criterion. This is where social awareness comes into play:
forwarding data based on the different levels of social interac-
tion among nodes has shown great potential to improve data
delivery as well as reduce latency and overhead [12]–[14].

Within this scope, there are several DTN/OppNet routing
proposals that consider knowledge about the social rela-
tionship among network nodes, such as Simbet [15], Sim-
BetTS [16], Bubble Rap [17], dLife [18], SCORP [13], and

STCR [19] to name a few. Hence, our work aims to improve
relay node selection strategies such as [20], [21], and [22]
by defining a local relationship between neighbor nodes in
CCDTN environment.

Our proposal, named DIscovery and REtrieval protocol
based on Social Cooperation (DIRESC), provides advertise-
ment, discovery, and data retrieval in CCDTN based on coop-
eration between nodes that have a specific level of social
relationship. The main goal of DIRESC is to define a selec-
tion strategy of relay nodes which increases the request sat-
isfaction rate, reducing the content discovery and retrieval
delays as well as the network overhead. DIRESC takes
into account the social relationship factor between nodes
aiming to reduce the distance (in terms of hop count and
time) between a requester and the data requested. The social
cooperation scheme proposed is based on the relationship
between nodes, calculated through the encounter history. The
proposed scheme is able to increase the message delivery
probability since it determines whether a specific pair of
nodes has chances ofmeeting again in the network, qualifying
them as suitable or not to relay messages.

The benefits of DIRESC can be summarised as follows:

• The proposed DIRESC protocol significantly increases
the request satisfaction rate, i.e., the relation between
interests sent and attended, as well as significantly
decreases the average data recovery delay.

• DIRESC avoids two drawbacks of the solution proposed
in [23]: 1) the problem of the selection of the preferred
nodes [24], and 2) partitioning of the content discovery
process, which increases the delay for data recovering.

• DIRESC prevents the excessive message dissemination
that represents a significant impact on the number of
message retransmissions and duplicate packets.

• DIRESC avoids sending messages only to nodes with
high centrality or with high rates of content retrieval,
which overwhelms the demand on those nodes and
depletes their resources. This undesired behavior is dealt
with the utilization of a multiple criteria approach for
ranking the nodes’ ability of delivering packets, instead
of using only a single criterion.

• Seeking a balance between the wide dissemination of
packets in the network and the selection of a spe-
cific set of nodes for the sending of requests and data,
the DIRESC protocol saves node resources such as
energy and buffer capacity, which improves the overall
network performance, as presented through our results.

Besides the proposed DIRESC protocol, this work has an
additional contribution in which we have implemented the
CCDTN [25] as described in Section IV-A for the Oppor-
tunistic Network Environment (ONE) simulator in order to
evaluate our proposal.

This paper is organized as follows. Section II summarizes
the relatedwork focusing in the CCDTN solutions. Section III
describes in detail the DIRESC protocol. Section IV presents
the performance evaluation of DIRESC in comparison to
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specific benchmark solutions while the Section V discusses
the results. Finally, Section VI presents the final remarks and
directions for future works.

II. RELATED WORK
Nowadays, with increasing use of mobile devices, such as
smartphones and tablets, the production and access of content
on the internet has become distributed, i.e., users behave as
both content producers and consumers, which leverages the
use of these devices for data exchange between users and
makes DTN an attractive paradigm for content distribution,
i.e., CCDTN.

DTNs have been widely studied and present features that
are challenging due to the nature of the application sce-
narios. Mobility, intermittency, and frequent disconnections
between nodes raise some questions that are still addressed
in the literature. Defining a message dissemination strategy
that maximizes the probability of packet delivery and mini-
mizes network overhead and delay are still few of the major
challenges of this networking paradigm. In the last years,
the literature has proposed several solutions for the packet
delivery in DTN. In general, these solutions fall into three
categories [12]: forwarding-based (such as Direct Trans-
mission [26]), flood-based (such as Epidemic protocol [9]),
and replication-based (such as Spray-and-Wait [27], Spray-
and-Focus [28], Prophet [29], Avoiding Replication [30],
Simbet [15], SimBetTS [16], Bubble Rap protocol [17],
dLife [18]).

CCN/ICN has been proposed in the literature as an alter-
native, in order to mitigate DTN problems such as remote
communication between nodes in an environment in which
there is no end-to-end path [31]. This CCN/ICN network-
ing paradigm is based on i) asynchronous communication
between the provider-requester pair; ii) search of named data
that facilitates content retrieval in highmobility environments
and when the node location is unknown; and iii) controlled
data replication that reduces the number of requests and the
delay in data retrieval [8].

DTN and CCN are complementary in many aspects, espe-
cially with respect to mobility and intermittency [32]. Anas-
tasiades et al. [33]–[35] propose an agent-assisted content
retrieval scheme in which a requester finds potential agent
nodes and delegates to one of them the content discovery
and retrieval in an opportunistic CCN. The choice of these
agents considers information such as location visited, planned
destinations, or even randomly. The issue behind this kind of
solution persists in the trust placed on a single node to deliver
the request and the content.

The idea of ants behavior to obtain food is used by Nguyen
et al. [36] to propose STIR, a mechanism in which a utility
U (c, n) is defined to compute and reflect the space-time
proximity between a node and the consumer, thus composing
a set of utilities for a given content to be requested and
retrieved from consumer to provider. In addition, similar to
the ant colony optimization, the utility between nodes is rein-
forced and aged. The process also generates a convergence

for shorter paths between consumer and provider. Similarly,
Nguyen et al. [37], [38] propose SIR, an intelligent routing
scheme based on particle swarm optimization, also assuming
the definition of a utility between the nodes and a gradient
management mechanism. In addition, these bio-inspired pro-
posals also use Spray-and-Wait [27] to propagate interests.
The issue about them concerns the slow convergence process
towards determining the forwarding paths.

Inspired by Prophet [29], Duarte et. al [39] propose PIFP,
a probabilistic interest forwarding protocol, which com-
putes the probability of nodes coming into contact with the
requested contents, so that the requests are transmitted only
to high probability nodes. Content delivery is performed
through the reverse path of sending requests, i.e., using Pend-
ing Interest Table (PIT) information as ‘‘bread crumbs’’ [4].
The issue about this approach lies in increasing the proba-
bility of contacting the same set of nodes regarding specific
contents. This results in recurrent selection of such nodes as
forwarders, which leads to an unbalance load distribution and
its respective aggravating factors. In addition, restricting data
forwarding through the reverse path of the transmitted interest
might make the protocol vulnerable to interruptions (i.e., lack
of communication between nodes), and broadcasting can gen-
erate too much overhead and high discarding of unsolicited
data.

Also based on the principle of forwarding interest to nodes
with higher social centrality, assuming that the concept of
centrality may be associated with knowledge about other
nodes and contents in the network [7], Le et al. [40] propose
SACR, a socially-aware content retrieval mechanism using
random walks. With SACR, nodes generate and disseminate
random-walk probing packets every second while counting
the amount of these packets when received, assuming that
nodes with higher counted value also have greater centrality
in network. However, as stated earlier, the centrality metric
tends to unbalance the dissemination of packets when the
same node (i.e., with greater centrality) is always chosen to
forward packets [41].

Using an approach that explores the social relationship
between nodes, Lu et al. [23] propose STCR, a social-tie
based opportunistic content routing protocol which associates
each pair of network nodes with a social relation value, used
to calculate centrality. This measure guides the K-means
algorithm in the division of nodes into clusters (social hier-
archy), through which interests are transmitted (always from
the lowest to the highest hierarchy/centrality). Once a node of
higher centrality discovers a provider, the routing of content
to the requester is guided by the higher values of social-tie.
Lu et al. [42] also propose the STCR for routing of packets
between distinct communities (formed according to the social
relations of the nodes), the STCRC. In it, the cluster head
and providers identify and delegate to local nodes of closest
contact with foreign communities to deliver interest and data
packets, respectively, in those communities.

Despite the strategy of using network social knowledge
to guide packet routing, these proposals neglect that current
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requester may be in the same hierarchical level of the provider
or even have a high social relation with it, forcing the interest
to go through other groups of nodes before actually reaching
the provider, which can significantly increase the retrieval
delay.

DIRESC is a multi-copy protocol that applies social met-
rics to define groups of candidate nodes to retransmit packets
with distinct priorities. This prioritization is based on the
propensity to retrieve content. Our proposal differs from the
others because it defines different criteria for node selection,
making the process of packet dissemination distributed rather
than centralized, as it has been proposed in the literature.
DIRESC makes full use of the multiple paths available in a
DTN scenario, without resorting to broadcast. The nodes are
selected to forward interest packets taking into consideration
their ability to satisfy the requests. This ability is measured
by the chance of the node on finding the content or its
potential to act on a socially cooperative way in favor of the
requester. Traditional approaches based on a metric of node
centrality have a different behavior because the requests are
not disseminated in other directions than the node of higher
centrality.

Table 1 shows a comparison between DIRESC and the
aforementioned proposals. As it is shown, the CCN broad-
casting, which spreads interests in a broadcast manner when
no Forwarding Information Base (FIB) information is found,
does not consider social relationship between nodes or deliv-
eries data packets through multi-paths, i.e., as described
in [4], data only follows the reverse path of interests. Finally,
no other criteria is defined by the native CCN to send inter-
ests besides using FIB information or broadcasting. The
agent-based solution it is the most divergent since it does
not rely on social tie, or provide distributed requesting or
delivering, since it prioritizes and delegates the request and
delivery of data to one single node. Also not valuing social
relationships, bio-inspired solutions do not delivery data
through multiple paths. Instead, such solutions focus on the
use of single, shortest path. The social-based solutions STCR,
STCRC and SACR, as expected value social relationships
between nodes. However, by using centrality as their fun-
damental principle and not defining multi-criteria to select
nodes, they result in a unbalanced requesting process. In its
turn, the probabilistic solution PIFP does not consider social
relationships. By recurrently valuing nodes with high prob-
ability to find contents, it does not employ a multi-criteria
method to select nodes and forward packets. It also does not
generate distributed requests or use multiple paths to deliver
data.

Finally, DIRESC, which is based on social relation-
ship between nodes, achieves distributed requesting using
multi-copy and benefits from multi-path possibilities by
defining multi-criteria not only to send interests to providers
but also to deliver data to consumers. Thus, DIRESC balances
the dissemination of packets ensuring that they do not flood
the network or are only sent to a specific set of nodes that
presents the same or similar attribute values.

TABLE 1. DIRESC compared to the literature.

III. DISCOVERY AND RETRIEVAL BASED ON SOCIAL
COOPERATION (DIRESC)
In this section, we present the DIRESC protocol. A prelim-
inary version of this protocol was proposed and presented
in [43]. DIRESC is a multi-copy based protocol whose main
goal is to decrease the delay on data discovery and retrieval in
CCDTN. DIRESC employs a distributed strategy that differs
from the traditional approaches, in which the content are
reached through the convergence of interest messages that
go through preferred nodes [41] [24]. As detailed below,
our protocol avoids this undesired behavior by employing
multiple criteria for ranking the nodes’ ability of delivering
packets, instead of using only a single criterion.

A. SOCIAL RELATIONSHIP
DIRESC nodes take into consideration the social relationship
between them by computing a social-tie value. This measure-
ment represents how close a pair of nodes is in terms of social
contact. Based on the history of contacts between the nodes,
each node can compute the frequency and the freshness of its
relationships. This allows, for instance, to infer that a pair of
nodes has a high social-tie value due to the high frequency of
their contacts in a short time interval.

Lu et al. [19], [23] proposed the social-tie concept as
a combination of the concepts of frequency and freshness.
Frequency is a metric to evaluate how frequently two nodes
meet each other, while freshness is a metric to evaluate how
recently two nodes have met each other. Formally, the social-
tie value Ri(j), between the pair of nodes i and j, is defined
as (1).

Ri(j) =
N∑
k=1

W (tnow − tjk ), (1)

whereW (x) is a contact weighting function that is computed
over the time from a contact in the past tk until the present
time tnow. Thus, tj1, tj2, tj3, . . . tjN represent the ordered con-
tact times between the nodes i and j and are kept on the contact
array WN

i (j).
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The influence of each contact between the nodes i and j
is defined by the contact function W (x) that computes the
impact onRi(j) based on the freshness of the contacts, where x
represents the time interval between the moment of a contact
in the past and the present time. The contact function W (x),
defined by [44], is presented in (2).

W (x) = (
1
2
)λx , where 0 ≤ λ ≤ 1. (2)

λ works as a control parameter that allows a trade-off
between frequency and freshness in the participation to the
social-tie value. Frequency contributesmore than freshness as
λ approaches 0, while freshness becomes more representative
than frequency as λ approaches 1. The choice of an extreme
value, 0 or 1, implies on the social-tie value be derived by
only metric, frequency or freshness.

Unlike Lu et al. [19], [23], DIRESC ignores the global
relationship in the network (i.e., the nodes centrality) and
employs Ri(j) only to define the local relationship between
neighbor nodes. In other words, the social-tie array of the
node i is kept locally.

Additionally, in DIRESC, every node i keeps a relationship
array SMi with the computed social-tie values Ri(h), where
h = 1, 2, . . . ,M and M is the total number of nodes with
which the node i had contact until the present time tnow. Based
on these individual social-tie values, the average social-tie R̄i
is computed as described by (3).

R̄i =
1
M

M∑
h=1

Ri(h). (3)

DIRESC defines node j as a friend of node i (i.e., nodes
i and j can act in a socially cooperative way) if the inequal-
ity (4) is true to these nodes.

Ri(j) ≥ �R̄i, (4)

where� is the density factor that must be adjusted according
to the network density, i.e., the average number of neighbors
perceived by nodes. The density factor � allows to control
the number of friends of each node. Thus, the density fac-
tor allows, for example, to limit the number of friends in
high-density scenarios and to increase the number of friends
in low-density scenarios. As the value of� decreases the node
becomes more friendly, i.e., socially cooperative.

The (individual) social-tie value Ri(j) and the average
social-tie R̄i are updatedwhenever two nodes come in contact.
Thus, both,Ri(j) and R̄i, are always kept available for decision
making in our protocol. The confirmation of the friendship
between two nodes, i.e., the verification of the inequality (4),
is critical to DIRESC, because it allows the nodes to act in a
socially cooperative way.

Finally, it is worth mentioning that, similar to the Epi-
demic and Prophet protocols, when contacted, two nodes first
exchange summary vectors of their components (CS, PIT and
FIB) to guide the processes of announcement, discovery, and
retrieval of content. Each process corresponds to a phase in
DIRESC, as we describe in detail in the next subsections.

B. ANNOUNCEMENT PHASE
As described in [4], the provider (or producer) nodes of
a CCN announce the prefixes for which they are able to
delivery the content and populating the FIBs of neighboring
nodes with this information. In a static network scenario, this
information is unlikely to be changed unless the provider
explicitly announces that it does not have certain content.
However, in a mobile environment such as DTN, information
stored in FIB easily become out of date due to the vary-
ing frequency or freshness with which some nodes meet,
making broadcast prefixes announces a disadvantageous
option.

Thus, CCDTN demands for a strategy to announce prefixes
that reduces the number of involved nodes, valuing contacts
with greater chances of recurrence. By avoiding involving
all nodes of the network in the process, this strategy avoids
that information that is out of date to the sending of interests
is maintained in these tables. Algorithm 1 summarizes the
strategy employed in DIRESC for prefix announcing.

Algorithm 1 Announcement Phase of DIRESC

Input: i, j, Ri(j), R̄i, �
1 if Ri(j) ≥ �R̄i then
2 if i is producer then
3 forall the prefix p ∈ CSi do
4 if p 6∈ FIBj then
5 Update FIBj: add p mapped to i
6 end
7 end
8 end
9 forall the prefix p ∈ FIBi do
10 if p 6∈ FIBj then
11 Update FIBj: add p mapped to i
12 else
13 Update FIBj: add i to the present mapping

of p
14 end
15 end
16 end

The announcement between i and j is done only if they are
friend (line 1). If node i generates any content (line 2) then
it announces to j the contents in its cache CSi (line 3) that
the node j has not learned yet (line 4). Thus, the FIBj is only
updated with new entries (line 5). Node i also announces to
node j everything it learned from other producers (line 6).
If the prefix is new to node j (line 7), it adds a new entry
in FIBj (line 8); otherwise (line 9), it adds a new mapping to
the already existing entry (line 10).

DIRESC implicitly creates groups, which we refer to as
clusters, since they are composed of nodes that received
the announcements of prefixes and that are able to help on
delivering requests. This allows for fast propagation of the
information (about the contents), but also avoids the net-
work flooding, since the clustering limits the propagation to

137934 VOLUME 7, 2019



C. D. Teixeira de Souza et al.: Employing Social Cooperation to Improve Data Discovery and Retrieval

FIGURE 1. Direct and transitive announcements.

just friends. However, it is worth highlighting that our proto-
col does not employ any clustering algorithm.

Figure 1 illustrates a cluster and the two types of
announcements employed in DIRESC: direct and transitive.
Direct announcements are sent from a producer node to its
friends (e.g., nodes 1 and 2), while transitive announce-
ments are sent from a friend of the producer (e.g., node
2) to its own friends (e.g., nodes 3 and 4). As illustrated,
a node (e.g., node 3) can have multiple friends in the
same cluster (e.g., nodes 1 and 2), which makes this node
receive announcements related to the same content from all
them.

In this way, information about contents is propagated
and maintained in FIBs of nodes with high chance of re-
encounter, given their history of social relationship, regard-
less of whether its centrality in the network. To keep such
information up to date, as well as to control the FIB size
and entries, the equation is periodically tested, so records
associated with a node that is no longer a friend are discarded.

C. DISCOVERY PHASE
In the discovery phase, each node must have a strategy for
sending the interest packets, i.e., the requests for contents.
DIRESC was designed to avoid the drawbacks of two tra-
ditional approaches: epidemic dissemination and preferred
nodes. While the epidemic dissemination unnecessarily flood
the network, the preferred nodes approach always drains the
resources of a specific set of nodes. DIRESC employs a
criteria set to create multiple groups of nodes to send the
requests for contents. Thus, our protocol avoids flooding the
network and it also distributes the burden of the interest for-
warding among the nodes. For this, DIRESC controls locally
the sending of requests in the network using the following
elements:

• Request counter to the cluster (α) – number of requests
for the same content that were sent from a node to a
group of nodes that have information about that spe-
cific content in their FIB. This group of nodes is the
cluster established during the announcement phase (cf.,
Section III-B). Thus, the counter α is increased by one
for each request sent from node i to any node of the
cluster, and whose the target content is c.

FIGURE 2. Possibilities of sending interest packets.

• Request counter to friends (β) – number of requests
for the same content that were sent from a node to its
friends, i.e., nodes with which the requester has a high
social-tie value. Thus, the counter β is increased by one
for each request sent from node i to any of its friends,
and whose the target content is c.

• Request limiter (µ) – maximum number of requests for
an content. In other words, a node i that is interested in
the content cmust send at most µ requests to the cluster
or to its friends.

These elements allow DIRESC to control the number of
interest packets sent by a requester node (primary or interme-
diary). Basically, our protocol compares the counters (α and
β) against the limiter (µ) in order to avoid sending excessive
number of packets.

In order to balance the sending of interests among dis-
tinct groups of nodes, valuing the social relation between
intermediaries and providers or between intermediaries and
the requester itself, DIRESC establishes three possibilities of
sending these packages, which are illustrated in Figure 2 and
ruled by the follow criteria:

1) Contact with a provider – the node met is a provider
of the content that is being looked for, i.e., this node
runs an application that generates the requested data
or this node has a copy of the requested data in its
cache (CS). Since this type of request does not involve
intermediary nodes, the interest packet sent is not
accounted.

2) Contact with a cluster node – the node met belongs
to the group of nodes (or cluster) established during the
announcement phase, Section III-B, and this node has
information in its FIB concerning the content that is
being looked for. Additionally, the number of requests
sent to this cluster (α) must be lower than the maxi-
mum allowed (µ). If all these conditions are satisfied,
the interest packet is sent and the request counter to the
cluster (α) is incremented.

3) Contact with a friend node – the node met is con-
sidered as a friend, i.e., it has a high social-tie value,
and the number of requests sent to friends (β) is lower
than the maximum allowed (µ). If these conditions
are satisfied, the interest packet is sent and the request
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counter to friends (β) is incremented. The goal of this
sort of request is to increase the distribution reach of
interest requests with help from the friends.

Once nodes exchange summary vectors of their compo-
nents, identifying a provider or an intermediary belonging to
a cluster can be done immediately as soon as they come in
contact. Algorithm 2 summarizes the strategy employed in
DIRESC for content discovery.

Algorithm 2 Discovery Phase of DIRESC

Input: i, j, Ri(j), R̄i, �, µ
1 forall the prefix p ∈ PITi do
2 if p ∈ CSj then
3 i send an interest packet concerning p to j
4 else if (α < µ) and (p ∈ FIBj or j is in mapping

of p ∈ FIBi) then
5 i send an interest packet concerning p to j
6 α← α + 1
7 else if (β < µ) and (Ri(j) ≥ �R̄i) then
8 i send an interest packet concerning p to j
9 β ← β + 1
10 end
11 end
12 forall the interest concerning p received from j do
13 if p ∈ CSi then
14 i send data packet concerning p to j
15 else if p ∈ FIBi or Ri(j) ≥ �R̄i then
16 if p ∈ PITi then
17 Update PITi: add j to the present mapping

of p
18 Drop interest
19 else
20 Update PITi: add p mapped to j
21 Keep interest for future forwarding
22 end
23 else
24 Drop interest
25 end
26 end

The discovery phase is composed of two parts, one related
to the interest packets potentially sent from i to j (lines 1–9),
and other related to the interest packets received by i coming
from j (lines 10–21). Node i sends an interest packet p to
node j if any of the three follow conditions is satisfied. First,
if node j has the content p in its cache CSj (line 2), then an
interest packet is sent from i to j (line 3). Second, if node
j has an entry concerning p in its FIBj and node i did not
exceed the number of interest packets sent to the cluster, i.e,
α < µ (line 4), then an interest packet is sent from i to j
(line 5) and the counter α is updated (line 6). Third, if node j
is friend of i and node i did not exceed the number of interest
packets sent to friends, i.e., β < µ (line 7), then an interest
packet is sent from i to j (line 8) and the counter β is updated
(line 9). Thus, we adopt a strategy different than the ones

commonly employed in CCN. The reason is the context of
CCDTN, in which the existence of requests in the PIT, right
after the evaluation of the CS, would not guarantee (i) that
the forwarder node can find quickly the content provider,
(ii) neither that the requester node and its forwarder node can
encounter each other again in the future.

Node i evaluates every interest received from j according
to the follow rules. If node i has the content p in its cache
CSi (line 11), then a data packet is sent from i to j (line 12).
If node i has an entry related to the content p in its FIBi or
node j is considered as a friend (line 13), then an additional
check is necessary before processing the interest packet. If the
content p is already in the PITi (line 14), then the entry
is updated (line 15) and the interest is dropped (line 16).
Otherwise, a new entry is added to the PITi (line 18) and the
interest is kept for future forwarding (line 19). If the interest
packet does not satisfy any of the previous checks then it is
simply dropped (line 21).

D. RECOVERY PHASE
This phase deals with the data delivery, i.e., it occurs when-
ever a provider node of the requested content replies to a
request. Similar to previous phases, in the recovery phase
the goal is to keep the protocol operating in an efficient way,
i.e., avoiding the epidemic behavior and enjoying the oppor-
tunities of content delivery offered by social relationships.

Algorithm 3 Recovery Phase of DIRESC

Input: i, j, Rj(i), R̄j, �
1 forall the prefix p ∈ PITi do
2 if p ∈ CSi then
3 if j is requesting p or p ∈ PITj or Rj(i) ≥ �R̄j

then
4 i send data packet concerning p to j
5 end
6 end
7 end
8 forall the data concerning p received from j do
9 if p ∈ PITi then
10 if i is the primary requester of p then
11 Send data to the requester application
12 else
13 Keep content in CSi for future forwarding
14 end
15 else if Ri(j) ≥ �R̄i then
16 Keep content in CSi for future forwarding
17 end

Algorithm 3 summarizes the strategy employed in
DIRESC for content recovery. The recovery phase is also
composed of two parts, one related to the data packets poten-
tially sent from i to j (lines 1–4), and other related to the data
packets received by i coming from j (lines 5–12). If p is inCSi,
then node i will send the content (or data packet) to node j
if any of the following conditions is satisfied: 1) node j is
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FIGURE 3. Possibilities of sending data packets.

requesting p; or 2) there is a pending request for p in PITj; or
3) node i is a friend of node j, i.e., Rj(i) ≥ �R̄j.

Node i evaluates every data concerning p received from j
according to the follow rules. If node i has a pending request
to p in itsPITi (line 6) and this node is the primary requester of
p (line 7), then it delivers the data to the requester application
(line 8). If node i is an intermediary, i.e., it has a pending
request to p in its PITi but it is not the primary requester of p
(line 9), then it keeps the data in its CSi for future forwarding
(line 10). If node i does not have any pending request to p in
its PITi (line 11), but is friend of j then it keeps the data in its
CSi for future forwarding (line 12).

In summary, the recovery phase takes into consideration
any node interested on receiving a specific content, which is
easily identified due to the exchange of summary vectors, and
also nodes that can act in a socially cooperative way to help
the primary requester. Figure 3 illustrates the possibilities of
sending data packets, which are ruled by the follow criteria:

1) Contact with the requester – the node met is request-
ing the content. This criterion represents the case in
which a node that has the requested content in its cache
and the primary requester directly meet each other.

2) Contact with any requester – the node met has some
number of pending requests in its PIT which can be
satisfied by the provider. The node met did not send
an interest packet directly to this provider, but the node
was waiting for (at least) a content available in the
provider.

3) Contact with a friend – the node met can act in a
socially cooperative way (according to Equation 4) to
favor the primary requester. Again, the social relation-
ship between the nodes is employed, this time to help
on the content recovery.

Thus, having presented the three phases of our protocol,
we list in Table 2 the parameters and important variables for
its proper functioning.

IV. EVALUATION METHODOLOGY
Our proposed DIRESC routing protocol has been imple-
mented in Opportunistic Network Environment (ONE) simu-
lator [45] and evaluated in terms of how efficient it increases

TABLE 2. Parameters notation list.

data delivery rate and decreases delay and overhead, while
maintaining energy efficiency against other opportunistic
content routing protocols. Additionally, we evaluate DIRESC
energy efficiency by investigating how the transmission of
popular content in the network affects the energy of each node
along the route.

In our study, DIRESC was compared against three
well-known routing protocols, namely: CCN broad-
casting [4], Probabilistic Interest Forwarding Proto-
col (PIFP) [39] and Social-Tie based Content Retrieval
(STCR) [23]. Our rationale for choosing these protocols for
our comparative performance study of DIRESC is as follows.
CCN broadcasting is based on the seminal works of the
CCN architecture and is under specification in a number of
documents of the IRTF ICN research group [46].We use CCN
broadcasting to attempt to understand the upper bounds of
delivery rate once it broadcasts interest packets to all nodes
in its range. This results in an ‘uncontrolled’ replication of
interest packets to all nodes that do not yet have a copy.
STCR and PIFP were selected as representatives of the
class of social-assisted schemes that exploit the relationship
between nodes to perform data forwarding in DTNs in our
comparative analysis. PIFP presents better results for satisfied
interest, average delay and total number of interest packets in
dense scenarios, while STCR is better on the total number of
data packets transmitted in the network [39]. DIRESC also
follows in this category and was intended to overcome these
limitations.

A. CCN ARCHITECTURE IN THE ONE
Before getting into the evaluation and results, it is worth
noting that we have implemented a CCN architecture in
ONE simulator in order to provide a realistic environment
to test and evaluate DIRESC. Thus, this section presents an
overview of the CCN architecture implemented, i.e., the CCN
Broadcasting.

CCN has two types of messages, interest and data, which
dictate the behavior of the network. In order to create mes-
sages of interest and data in the simulator, we generate two
types of message, as defined by [39]: (i) interest messages,
that holds the identifier for the source node, which is the
node that originally generated the interest message (i.e.,
the requester), message size, and message name (i.e., prefix
of searched content). During our simulations such messages
are created at random nodes over the simulation time; and
(ii) content messages, containing data uploaded by producer
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nodes. The content messages are defined in the amount of
500, whose sizes vary from 250 to 350 bytes, distributed
among 15 producer nodes. These messages contain their
content prefix, their size and the producer node identifier.

Both types ofmessages have a time to live (TTL) that varies
according to the scenarios described in Section IV-B, and as
shown in Table 4.Messages are discarded from buffer accord-
ing to the FIFO (First In, First Out) criteria, at end of TTL
interval. It is worth mentioning that this discard policy applies
only to intermediate relay nodes (which replicate contents
and operate as secondary providers), that is, data generated
by producer nodes (primary providers) are not discarded from
their caches, so that they are able to always feed the network
with the content they produce, whenever requested.

The CCN architecture also takes into consideration: (i) a
mechanism to avoid possible duplication of storage, as well
as repeated responses to the same request; (ii) a producer
node identification, that allows decisions such as deletion
of data packets from cache; (iii) The CCN broadcasting
implementation, which reproduces the standard behavior of
CCN, that is, the decision making for the sending, process-
ing and discarding of messages, according to [4]. It allows
us to evaluate its operation in a DTN environment; (iv) an
extension to the DTN environment to support CCN, including
the creation, update and deletion of entries in CS, PIT and
FIB, as well as deletion of expired messages according to
their TTL value; (v) and the relationship between nodes in
the network, as defined in Section III.

B. SIMULATION SCENARIOS
We have validated and evaluated DIRESC performance in
two scenarios: the former is a synthetic scenario Helsinki [39]
using the Shortest Path Map-Based Movement mobility
model in order to represent the pedestrians and cars nodes
movements, and Map-Based Movement mobility model to
represent the trains movement. The latter is San Francisco
cabs [47] real mobility trace. In this way, we are able to rep-
resent the behavior of the studied protocols, in environments
with different technologies, transmission rates and mobility
patterns.

Moreover, since DIRESC is based on social relationships,
the evaluation in both scenarios allows to verify its perfor-
mance 1) when the mobility of nodes represents the social
interest of individuals (i.e., the San Francisco environment)
and 2) when such mobility does not necessarily represent this
behavior (i.e., the Helsinki scenario, in which node move-
ments are random).

The Helsinki scenario applies mobility models to generate
the movement of different nodes, including pedestrians, cars
and trams. This scenario represents trajectories of 100 nodes,
over a period of 24 hours. Table 3 summarizes the main
characteristics of this scenario.

The San Francisco cabs scenario comprises GPS trajecto-
ries of 483 users, and was collected for 24 days with samples
ranging from 1 to 3 minutes. However, similarly to the work
presented in [48], we considered from the San Francisco

TABLE 3. Helsinki nodes.

TABLE 4. Simulation parameters.

trace only 2 hours, in which there are 100 nodes, for a fair
comparison of all protocols considered in our evaluation.

In both scenarios simple network interfaces with constant
bit rate are used. Table 4 summarizes other parameters used
in these experiments.

For the proposed assessment scenarios, we tested different
values for � and µ in order to verify the impact resulting
from the assignment of different values for these parameters.
As expected, high density factor values (�) limit the estab-
lishment of friendship relations between nodes. On the other
hand, low values for this parameter allow more friendship
relations to be established in the network. In fact, by the
Equation 4, it is known that � is a multiplicative factor for
the average of the social relationships of any node, whose the
resulting value determines the occurrence or not of friendship
between a pair of nodes.

Thus, through the evaluation tests, for the Helsinki sce-
nario, considered dense in terms of number of nodes per
area of movement, the density factor � should be adjusted
to a higher value, since in this environment the con-
tacts between nodes tend to occur more frequently and
recently. In turn, the San Francisco scenario, considered
less dense, required a lower density factor value. Thus,
after tests with different values for the factor �, we con-
firmed that, for the scenarios, the values described in Table 4
implied a better trade-off between the evaluation metrics for
DIRESC.

Similarly, we tested different values for the request limiter
µ. However, for both scenarios, the assignment of high values
for this parameter represents a negative impact on the pro-
tocol performance in terms of increase of overhead, since it
increases the permissiveness of sending requests to the nodes
described in Section III-C. Thus, we set the value of µ as
shown in Table 4.
In order to evaluate and compare the performance of

DIRESC against the other protocols, we measured our met-
rics over the arithmetic mean of 30 simulation runs in each of
the scenarios. The performance metrics are:
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FIGURE 4. Data delivered rate in Helsinki scenario.

• Data delivery ratio: the ratio between the total number
of satisfied requests and the total number of content
requests (or interest packets) transmitted by all nodes.

• Total average delay: the time elapsed between the
instant an interest packet is sent by the primary requester
and the instant the content is delivered (dtimeDelivered −
itimeSent ) to this same requester. Then, averaged for all
requests served in the network.

• Overhead: the number of packets replicated in the net-
work, that is, the number of packets sent by intermediate
nodes (relays). Thus, it is computed as the total packet
transmitted in the network (psent ) minus the number of
packets delivered (pdelivered ) for the first time to the
destination. The result is then normalized by the total
amount of packets sent. In other words, it indicates how
many packets should be sent in order to successfully
deliver one.

• Average number of packets retransmitted per node:
the average number of packets retransmitted by each
node.

• Percentage energy consumption: the average energy
consumption percentage of the nodes at the end of the
simulation time.

V. RESULTS
Results are reported using the Helsinki and San Francisco
mobility traces with a 95% confidence interval over 30 runs
by R Software [49]. The Helsinki scenario used 1 hour of
sampling period, generating about 250 interest packages in
each of them. The San Francisco scenario used sampling
period of 15 minutes, generating 60 interest packets in each
of them. The generation of the interest packets was discussed
in detail in Section IV-A.

A. DATA DELIVERY RATE
Figures 4 and 5 present the data delivery rate obtained from
experiments with the four protocols evaluated in Helsinki
and San Francisco scenarios. In those figures, we note that

FIGURE 5. Data delivered rate in San Francisco scenario.

DIRESC has a better performance compared to the others,
even though PIFP achieves a close result as shown in Figure 4.
The results obtained from DIRESC can be explained due
to the dynamics of the protocol, that chooses the best relay
node based on different criteria, increasing the probability of
message delivery, while the other protocols use only a single
criterion. In addition, DIRESC increases the chances of con-
tent request and data delivery thanks to the proposed package
delivery prioritization scheme, explained in Section III.
We can also see that CCN broadcasting presents the lower

delivery rate, in both scenario. It is due to the excess of mes-
sages relayed in the network, which causes a buffer overflow
preventing the routing of messages in the network, as the
simulation goes. On other hand, the PIFP and STCR are more
restrictive in choosing the forwarder node, decreasing the
chances of message delivery. This behavior becomes more
evident in the San Francisco scenario (Figure 5), in which are
observed smaller contact and message exchange opportuni-
ties between the nodes due to their high mobility and wide
area of movement. Thus, the higher the restrictions of the
routing protocols for sendingmessages, the lower the chances
that messages be delivered.

B. TOTAL AVERAGE DELAY
The simulation results of the total average delay for data
discovery and retrieval are shown in Figures 6 and 7. Regard-
ing delay, DIRESC performs better than the other proto-
cols most of the time. It can be explained by the fact that
DIRESC uses three possibilities for forwarding interest and
data packets, increasing the chances of content discovery and
retrieval. In addition, the DIRESC package delivery prioriti-
zation scheme ensures that messages are sent to nodes that
most likely meet the requirements (i.e., sending of interests
or delivering data to the requester).

We can note in Figure 6 that CCN broadcasting protocol
has a higher average delay only up to 3 hours of simulation,
when it starts to decrease and approaches zero. This happens
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FIGURE 6. Total average delay in Helsinki scenario.

FIGURE 7. Total average delay in San Francisco scenario.

because at the beginning of the simulation, the data pack-
ets have not yet been properly replicated over the network,
requiring some time until they are retrieved from the primary
providers. Then, copies of these packets are generated in the
caches of intermediate nodes, reducing the distance between
the requester and the secondary providers, and also the delay.
In Figure 7, the delay of CCN broadcasting is the highest,
during all simulation time. However, we can infer that this
represents the same process. That is, it takes some time until
the contents are distributed on the network so that they can
be retrieved with a low delay. Considering the sparseness of
the San Francisco scenario, this time may be longer, so we
observe such behavior.

In Figure 6, STCR presents the highest delay when com-
pared against the other protocols. It can be explained due to
the many characteristics of the protocol’s operation, among
which the announcement process of STCR, that is only per-
formed for nodes with the highest centrality. Thus, nodes
having a high social relationship with the providers and

FIGURE 8. Normalized interest in Helsinki scenario.

belonging at the same social level, or even lower, may not
have any knowledge of the prefixes that such providers come
into contact, which significantly reduces the chances of data
retrieval and increases delay. In addition, the disjoint discov-
ery process forces interest packets to take a longer path to
providers, which greatly increases the delay for data retrieval.
In Figure 7, the low delay obtained from STCR is a result
of the low data delivery rate, which implies in few processes
of discovery and retrieval per interval (sometimes none) to
calculate the average delay, behavior that can be observed on
the slopes shown in the graph starting at 60 and repeating at
105 minutes of simulation.

The PIFP presents the second lowest delay obtained in
both scenarios. This protocol rely only on the computation
of the prediction of the nodes to find contents, increasing
their chances of retrieving the desired content and reducing
the associated delay. Thus, it achieves better performance
in terms of the delay than CCN broadcasting, that spread
messages to all nodes they encounter, and STCR protocol that
only forwards message to nodes having higher centrality than
itself.

C. OVERHEAD
Figures 8, 9, 10 and 11 show the interest and data overheads
obtained from the experiments with the four protocols eval-
uated in Helsinki and San Francisco scenarios, respectively.
In both scenarios, DIRESC shows the lowest overhead rates,
for the pair interest and data packet, followed by PIFP. Both
protocols use a minimum number of relay nodes to for-
ward messages, when compared with others protocols, reduc-
ing unnecessary message propagation. DIRESC has better
performance also due to the package delivery prioritization
scheme, whereby the discovery and retrieval process can be
terminated without involving relay nodes, resulting in low
overhead of both interests and data. It is important to mention
that, PIFP performs better than DIRESC in some points of
interest overhead, in San Francisco scenario. This can be
explained by the few restrictions imposed by our protocol for
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FIGURE 9. Normalized data overhead in Helsinki scenario.

FIGURE 10. Normalized interest in San Francisco scenario.

choosing relays, especially in this lower density scenario. So,
DIRESC was configured to allow the establishment of more
friendship relationships, in order to increase data delivery,
and reduce delay.

CCN broadcasting and STCR show the highest overhead.
The observed behaviour of CCN broadcasting is due to the
epidemic nature of the protocol that causes an excessive load
of interest and data packets to be replicated in the network.
In the case of STCR, the need to use many relays between
requester and provider, since protocol neglects the direct
contact between them, explains the high overhead.

D. AVERAGE NUMBER OF RETRANSMITTED PACKETS
PER NODE
The average number of retransmitted packets per node is
given in Figures 12 and 13. We can note that all protocols
perform very similar, with the exception of CCN broad-
casting. As expected CCN broadcasting presents the highest
value for this metric in both scenarios due to its epidemic
behavior of sending messages to all nodes in the network.

FIGURE 11. Normalized data overhead in San Francisco scenario.

FIGURE 12. Average number of packets retransmitted per node in
Helsinki scenario.

The other curves can be explained by the message forwarding
mechanisms employed by each protocol that control the mes-
sage replication in network. DIRESC uses the prioritization
scheme, PIFP uses a message retrieval probability scheme,
and STCR uses node social centrality for forwarding mes-
sages.

E. ENERGY CONSUMPTION
The percentage of energy consumption obtained from our
experiments is presented in Figures 14 and 15. We can
observe that all the protocols have the battery consumption
quite alike, with DIRESC being slightly better in both sce-
narios. Therefore, we state that despite the more sophisti-
cated message forwarding mechanism proposed by DIRESC,
it did not increase the energy consumption of devices when
compared to the other protocols evaluated. In other words,
DIRESC was able to reduce overhead and delay in package
delivery, and to increase the delivery rate, without incurring
further battery consumption.
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FIGURE 13. Average number of packets retransmitted per node in San
Francisco scenario.

FIGURE 14. Percentage energy consumption in Helsinki scenario.

FIGURE 15. Percentage energy consumption in San Francisco scenario.

VI. CONCLUSION
In this work, we have proposed DIRESC, a protocol for
data discovery and retrieval based on social cooperation.
DIRESC was designed to operate in Content-Centric and

Delay-Tolerant Networks (CCDTNs) and to pursue the fol-
lowing goals: increase the rate of data delivery; reduce
delay and overhead; and balance the burden of forwarding,
i.e., avoid the problem of the preferred nodes. Our pro-
posal employs the concept of friends, i.e., nodes with high
social-tie values, to maximize the chances of success of
both requests (interest) and responses (data or content). This
strategy is combined with dissemination thresholds and a
packet forwarding priority scheme, which allows controlling
the network overhead.

In order to evaluate the DIRESC and compare it with
some other state-of-the-art solutions, we have implemented a
CCN architecture in ONE simulator. Based in two scenarios,
a synthetic mobility model from Helsinki city and real-world
mobility trace fromSan Francisco city, the performance of the
DIRESC protocol was compared to CCN broadcasting [4],
PIFP [39], and STCR [23]. The DIRESC outperforms all the
considered protocols, with delivery data rate gains ranging
from 17.1% up to 24.9% when compared to the other solu-
tions in Helsinki and San Francisco scenarios, respectively.

As future work, we plan to investigate the potential of using
the similarity of requests from nodes as a factor of influence
for relationship between nodes. This could further improve
the DIRESC performance since it allows the protocol to
estimate the friendship more precisely. Additionally, we aim
to make automatic adjustments to� and µ parameters. Thus,
DIRESC protocol could dynamically adapt itself to the envi-
ronment, i.e., to the network’s density and node’s mobility.
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