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ABSTRACT Conventional radar cross section (RCS) measurements require far-field or compact-antenna-
test-range (CATR) conditions, which have strict restrictions and high implementation costs. By contrast,
RCS extrapolation methods in the near zone are more convenient and practical, which become the research
emphasis in recent years. This paper presents a novel RCS extrapolation method based on the combination
of near-field 3D synthetic aperture radar (SAR) technique and planar projective transforms (PPT) algorithm.
Firstly, to extract the target’s reflectivity distribution, we apply near-field 3D SAR imaging and obtain 3D
near-field RCS (NFRCS) images. Secondly, to meet the requirement of RCS measurements, we derive a
novel correction factor used to precisely expand 3D NFRCS images. Finally, we extrapolate the plane-wave
responses in the azimuth-vertical dimensions, which presents as planar patterns. The proposed method
utilizes the complete 3D image-based information to overcome the inherent constraints of classical RCS
extrapolation methods on application scenarios, which has the advantages of broad applicability and high
flexibility. The detailed derivation and implementation of this method are described in this paper. The
simulation and experiment results verify that the proposed method can provide the equivalent CATR result
within±11◦ azimuth and elevation angles, and it is applicable to precisely measuring the point, surface, and
complex scatterers.

INDEX TERMS Radar cross section, synthetic aperture radar, near-field 3D imaging, far-field extrapolation,
planar projective transforms.

I. INTRODUCTION
Radar cross section (RCS) is a critical parameter that rep-
resents the ability of targets to reflect and scatter electro-
magnetic (EM) waves. It is correlated with the geometrical
parameters and physical parameters of targets, such as shape,
size, and material. Meanwhile, it is also correlated with the
EM propagation parameters, such as frequency, polariza-
tion, and azimuth. RCS measurements are significant in the
fields of EM scattering researches, radar design, and target
identification [1]–[3].

Generally, the difficulties of RCS measurements are to
meet the requirement of plane-wave illumination [1] and iso-
late targets from environments. As for conventional outdoor
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RCS measurements, the range between the measured tar-
get and radar system should be far enough. However, this
approach is easily disturbed by outdoor environments. Many
interference sources, including ground reflection [4], clut-
ter, and noise, affect the accuracy of conventional out-
door RCS measurements. As for conventional indoor RCS
measurements, microwave anechoic chambers are usually
applied to isolate environments. However, the chambers
may not meet the far-field criterion [14], which commonly
needs compact-antenna-test-range (CATR) [5], [6] condi-
tions. Besides, it is hard to provide CATR conditions for
large objects (such as full-scale aircraft) and some new-type
radar (such as array radar [7], [8] and SAR [9]–[11]).
As a result, conventional RCS measurements have many
strict restrictions on environments, measured objects, and
equipment.
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FIGURE 1. Relationship between a scatterer and a single sensor.

When the far-field criterion and plane-wave illumination
can not be satisfied, RCS extrapolation, or called near-field
to far-field transformation (NFFFT), can be applied to correct
radiation distortion in the near zone. At present, the widely
used RCS extrapolation techniques, including the 1D high
resolution range profile (HRRP) [12], [13] extrapolation and
the 2D inverse synthetic aperture radar (ISAR) [14]–[17]
extrapolation, can correct the range dimension or the azimuth
dimension. However, the information about the elevation
dimension (third dimension) is missing. When the test range
becomes shorter, the unsolved 3D information becomes the
residual phase [18], [19], which may affect the measurement
accuracy. For these reasons, traditional 1D and 2D techniques
commonly require the elevation dimension must meet the
far-field criterion. As for electrically large objects, it is still
hard to meet this requirement.

With the development of radar techniques, near-field 3D
SAR [20]–[24], which combines the wide-band radar signal
processing and antenna-array processing, is becoming one
of the hotspots. This new technique can resolve the three
radiation directions, including the time (range), azimuth, and
elevation directions, and can present the target’s reflectivity
as high-resolution 3D images. Compared with traditional
1D and 2D techniques, near-field 3D SAR has a distinct
advantage of accuracy, which tends to be helpful for RCS
measurements.

Therefore, this paper studies the 3D image-based RCS
extrapolation method. The rest of this paper is orga-
nized as follows. In section 2, the basic radar scatter-
ing models are given. In section 3, the proposed method
is derived in detail. The simulation verification is shown
in section 4. The experiment verification is shown in
section 5. Finally, the conclusion of this paper is presented in
section 6.

II. BASIC MODELS
A. RCS MEASUREMENT MODEL
At first, a fundamental relationship between a scatterer and
a single sensor is shown in Fig. 1, where O denotes the
scattering center, r denotes the range vector from the scat-
tering center to the sensor, r′ denotes the range vector from
the scattering center to the scatterer’s boundary, ω denotes
the angular frequency, Ei(ω) denotes the incident field at the
source, and Es(r, ω) denotes the scattered field.

Considering the round-trip propagation, the scattered field
based on the physical optical approximation [23], [24] can be
expressed as

Es(r, ω) ≈
∫
V ′

jωδ(r′)[G(r, r′, ω)]2d3r′ (1)

G(r, r′, ω) =
e−jω|r−r

′
|/c

4π |r− r′|
(2)

where V ′ denotes the volume of the measured target, and c
denotes light speed. δ(r′) denotes the reflectivity distribution
function [24], which describes the strength of the induced EM
field. G(r, r′, ω) denotes the Green’s function [23], which is
critical for explaining the propagation effects from scattering
sources into the specific range. Here the Green’s function is
squared to describe the round-trip propagation.

When |r| � |r′|, we assume that the Green’s function is
planar and uniform. In this case, we can calculate the far-field
RCS by using the following formula:

σfar = (4π |r|2)2
|Es(r, ω)|2

|Ei(ω)|2
(3)

Based on (3), RCS measurement techniques can evalu-
ate the ability of a target to reflect and scatter EM waves.
In practical, conventional RCS measurements should meet
the far-field criterion:

|r| >
2D2

λ
(4)

where λ denotes the wavelength, and D denotes the larger
value between the antenna aperture and the target’s diameter.
When the wavelength becomes narrower and the measured
target becomes larger, it is hard to meet (4) directly. For
example, the far-field range for a large target with 20 m
diameter illuminated with 10 GHz (λ = 0.03m) radiation
should extend out as far as 25 km.

Compared with far-field measurements, near-field RCS
(NFRCS) measurements are more convenient. However,
when a measured target is in the near zone (Fresnel zone),
the Green’s function becomes spheroidal, which causes the
dramatic change of scattered fields. As a result, the near-field
patterns are different from the far-field patterns significantly.

In order to solve this problem, the conventional way is
to adopt some equipment or physical means, such as the
plane-wave generators combined with CATR conditions.
However, the implementation costs are commonly pretty
high. Besides, the equivalent far zone, size of measured tar-
gets, available frequencies, and applicable radar mode are
limited strictly.

With the deepening of EM scattering researches, radar
techniques, and radar signal processing, RCS extrapolation
methods, which have few restrictions and high flexibility,
gradually become the research emphasis in recent years.

B. NEAR-FIELD RCS EXTRACTION VIA 3D SAR IMAGING
Near-field 3D SAR technique, which develops rapidly in
the fields of security check and intelligent automotive radar,
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FIGURE 2. Near-field 3D SAR imaging model.

achieves the 3D imaging for the measured target in the short
range. Fig. 2 shows a near-field 3D SAR imaging model. The
measured target is placed in a fixed position. Then, the planar-
array SAR is set up in the near zone and illuminates the
measured target coherently.

Given the step-frequency [25] signal waveform S(fn) , n =
1, 2, ...,N , where n denotes the frequency point and fn =
f0+ (n−N/2)4f . Given the planar-array SAR expressed by
a group of sensors rlm = rl + rm , l = 1, 2, ...,L ,m =
1, 2, ...,M , where l is the azimuth sampling point and m
is elevation sampling point. The received echoes can be
expressed in the following:

Ere(rlm, fn) = PS(fn)Es(rlm, fn) (5)

where P denotes the remaining parameters in the radar equa-
tion [26].

To obtain well-focused 3D images, it is necessary to
fully compensate the spherical-wave effects coming from the
time (range), azimuth, and elevation dimensions. The widely
adopted spherical-wave compensation operators [27], [28]
are derived by calculating Green’s functions backward,
whose expression is

G−1(rlm, r′, fn) = [
ej4π (fn−f0)R0/c

fn
] · [

(4πR0)2ej4π f0R0/c

j2A
]

= Φ1(fn) ·Φ2(rlm) (6)

where A denotes the antenna patterns, and R0 = |rlm − r′|
denotes the near-field range. The compensation operators
G−1(rlm, r′, fn) can be divided into the two subfunctions
Φ1(fn) and Φ2(rlm). Φ1(fn) is used to resolve the time dimen-
sion via the frequency scanning.Φ2(rlm) is used to resolve the
remaining dimensions by matching the azimuth and elevation
variables.

In terms of SAR focusing, 3D back-projection (BP)
[27] technique is especially useful for compensating the
spherical-wave effects in near-field conditions. Thus we

apply 3D BP technique to compensate the terms in (6), which
can be expressed as

δ̂(r′) =
M∑
m=1

L∑
l=1

[
N∑
n=1

Ere(rlm, fn)Φ1(fn)]Φ2(rlm)

=

M∑
m=1

L∑
l=1

δ1(f0)Φ2(rlm)

= δ1(f0) ∗ δ2(R0) (7)

where ∗ denotes convolution, δ1(f0) denotes the system’s
Dirac delta function [30] at f0, δ2(R0) denotes the system’s
point spread function (PSF) [26] at R0, and δ̂(r′) denotes the
complex-valued reflectivity.
After data processing, we acquire a 3D NFRCS image,

which visually describes the target’s reflectivity distribution.
Besides, this technique ensures the easy implementation by
using the single-input-single-output (SISO) array via the spa-
tial motion of a single sensor, or the multiple-input-multiple-
output (MIMO) array via the spatial distribution of multiple
sensors. Thus the application of near-field 3D SAR imaging
tends to be helpful for EM scattering researches and RCS
measurements.

III. 3D IMAGE-BASED RCS EXTRAPOLATION VIA
PLANAR PROJECTIVE TRANSFORMS
A. DERIVATION OF PLANAR PROJECTIVE TRANSFORMS
According to Huygens-Fresnel’s principle [31], the patterns
in the near zone (Fresnel zone) can be considered as the
sources of secondary radiation and expanded into the far zone
(Fraunhofer zone), which is the basis of RCS extrapolation
and has been verified in 1D and 2D RCS measurements.
Given a correction factor r̃ meeting the criterion in (4),

we consider the near-field reflectivity δ(r′) as Huygens
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FIGURE 3. 3D image-based RCS extrapolation.

sources and give a basic extrapolation model by using

Efar (f0, r̃) =
∫
V ′

δ(r′)
e−j4π f0 |̃r|/c

(4π |̃r|)2
d3r′ (8)

where Efar (f0, r̃) is the expected far-field patterns.
From (8), the near-field to far-field transformation

relationship is constructed via the integral calculation of the
complete 3D information of scenarios. However, in prac-
tical, traditional 1D and 2D RCS measurements lack the
complete 3D information. For this reason, classical RCS
extrapolation methods, such as the method by using the fast
Fourier transforms (FFT) [10], the method by using the Han-
kel transforms (HT) [29], and so on, have to set the inher-
ent constraints, including that the target’s elevation dimen-
sion must meet far-field conditions and the target’s azimuth
dimension should be highly consistent with the scattering
center [10]. As for electrically large objects, it is still hard to
meet these constraints. Besides, classical RCS extrapolation
methods adopt the dimensional-reduction approximations for
(8), which may further restrict application scenarios and
measurement accuracy.

To overcome the above problems commonly appearing
in traditional 1D and 2D RCS measurements, we note that
the near-field 3D SAR imaging model described in section
2 can precisely acquire the 3D information of scenarios.
By using (7), we have 3D NFRCS images without the
dimensional-reduction approximations. Therefore, consider-
ing 3D NFRCS images as Huygens sources can derive the
more accurate extrapolation model in principle.

Substituting (7) into (8), we have

Efar (f0, r̃) =
∫
V ′

[δ1(f0) ∗ δ2(R0)]
e−j4π f0 |̃r|/c

(4π |̃r|)2
d3r′

= δ1(f0)
∫
V ′

M∑
m=1

L∑
l=1

Φ2(rlm)
e−j4π f0 |̃r|/c

|̃r|2
d3r′ (9)

where δ1(f0) is considered to be constant during this process-
ing.

From (9), we see that the expansion of δ2(R0) is variable
with the term Φ2(rlm) in the 3D image domain. In this case,

FIGURE 4. 3D correction factor in the proposed algorithm.

we should consider whether the model shown in (9) meets
the uniformity compared with the ideal plane-wave model.
Here, we consider δ2(R0) as a scattering center at R0. As for
a point target, this expansion is appropriate. As for a volume
target with multiple scattering centers, however, this expan-
sion commonly does not meet the uniformity. The reason is
that the correction factor r̃ only meeting far-field conditions
is not clear enough to solve the azimuth-elevation variation
in the 3D image domain. Without the exact correction, this
variation eventually reflects on the extrapolation result, which
may cause some differences between our model and the ideal
plane-wave model.

Therefore, we should further refine the correction factor
r̃ in (9) in order to construct the exact projective relation
between the 3D image domain and the specific scattered field.

Given the resulting 3D NFRCS image in Cartesian
coordinates [x, y, z], we firstly import a specific direction
vector as

v = [cosϕ sin θ, sinϕ sin θ, cos θ ] (10)

where ϕ is the azimuth angle, and θ is the elevation angle.
Then, we have a new range value as the projection along

the specific direction by using

|̃r| = v · (rlm − r′) (11)

Let rlm = rl+rm, where rl and rm denote the current sensor.
And then, we expand (11) as

|̃r| = v · (rl + rm − r′)

= |̃rl(
i
ϕ)| + |̃rm(

i
θ )| − v · r′ (12)

Fig. 4 visually shows the new correction factor. As for a 3D
image unit in P(r′) and a sensor in O(rlm), the raw scattered
field based on (rlm − r′) is distorted. The correction factor |̃r|
is derived by using a azimuth-directional projection |rl | →
|̃rl(

a
ϕ)| and another elevation-directional projection |rm| →

|̃rl(
a
θ )|. After that, weighting the remaining factor (v·r′) into

a 3D NFRCS image can extrapolate the plane-wave response
in the direction of (ϕ, θ).
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Therefore, we consider substituting (12) into (9) and form-
ing the projective relation between a 3D NFRCS image and
the expected far-field patterns, and finally solving the integral
transforms. Here we called the above process as the planar
projective transforms (PPT) in this paper.

B. ALGORITHM IMPLEMENTATION OF PLANAR
PROJECTIVE TRANSFORMS
We implement the PPT algorithm for the 3D image-based
RCS extrapolation, whose steps are as follows.

Firstly, let the sensor at rlm and 3D image-based reflectivity
distribution δ̂(r′) be the input.
Then, we expand the reflectivity distribution by using the

following operation:

K =
M∑
m=1

L∑
l=1

e−j4π f0(|̃rl (
a
ϕ)|+|̃rm(

a
θ )|)/c (13)

Through traversing the 3D image domain, we use the
integral transforms in the following:

Êfar (f0, ϕ, θ ) = K
∫
V ′

w(r′ )̂δ(r′)
ej4π f0|v·r

′
|/c

|v · r′|2
d3r′ (14)

where w(r′) is a window function to truncate the region
beyond the limit condition:

|
a
ϕ| ≤ arctan(

Da
2R0

)

|
a
θ | ≤ arctan(

De
2R0

)
(15)

where Da and De denote the apertures of planar-array SAR.
Finally, use a calibrator to normalize the remaining coeffi-

cients δ1(f0) in (9). The extrapolated RCS patterns at (f0, ϕ, θ )
is calibrated as

σ̂far (f0, ϕ, θ ) = |
4π Êfar (f0, ϕ, θ )

δ1(f0)
|
2 (16)

By utilizing the complete 3D image-based information,
the proposed method overcomes the inherent constraints of
classical RCS extrapolation methods on application scenar-
ios. For instance, there are no constraints on the target’s
elevation dimension in our method. Therefore, the proposed
method can extrapolate the plane-wave responses in both the
azimuth and vertical dimensions, which has the advantages
of broad applicability and high flexibility.

IV. SIMULATION VERIFICATION
In order to verify the effectiveness of the proposed method,
a series of simulations have been implemented.

A. POINT SCATTERER
In Fig. 5(a), a point scatterer with the normalized amplitude
and phase is illuminated by using a planar-array SAR with
2×2 m2 size (±12.5◦ azimuth and elevation angles), and the
range between the illumination center and the point scatterer
is 4.5m. The transmitted signal is the SF signal with 10 GHz

FIGURE 5. (a) A normalized point scatterer, illuminated by the
planar-array SAR. (b) 3D NFRCS image of a point scatterer.

center frequency and 2 GHz bandwidth. Given λ = 0.03m
and D = 2m, the far-field criterion according to (4) is
about 267m. Thus this model works in the Fresnel zone.
By using 3D BP technique, we obtain a 3D scattering center
and present it as an image, as shown in Fig. 5(b).

Considering this image as Huygens sources, the raw
amplitude and phase patterns are shown in Fig. 6(a) and (b)
respectively. Fig. 6(c) and (d) show the amplitude and phase
variation at θ = 0◦. It can be observed from these results
that the near-field patterns change drastically. According to
the standard of CATR [6], the amplitude variation should be
within ±1 dB, and the phase variation should be within ±5◦

in general. In the near-field patterns, there is a very narrow
zone within ±1◦ meets the CATR standard. In other words,
this near-field 3D SARmodel without correction requires that
the variation of radiation angles is less than±1◦, which is still
strict.

We firstly use the classical fast Fourier transforms (FFT)
algorithm [10] to extrapolate far-field patterns from the 3D
image. Fig. 7(a) and (b) show the extrapolated amplitude
and phase patterns by using FFT. It can be observed that the
radiation distortion is corrected in some degrees. Fig. 7(c)
and (d) show the amplitude and phase variation via FFT.
According to the CATR standard, the limit condition via FFT
is within ±6◦. The zone beyond ±6◦ has a serious boundary
effect and greater variation.
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FIGURE 6. Raw near-field patterns. (a) Amplitude plane. (b) Phase plane.
(c) Amplitude profile at θ = 0◦. (d) Phase profile at θ = 0◦.

FIGURE 7. Extrapolated patterns via classical FFT. (a) Amplitude plane.
(b) Phase plane. (c) Amplitude profile at θ = 0◦. (d) Phase profile at
θ = 0◦.

Then, we use the classical Hankel transforms (HT)
algorithm [29] to extrapolate far-field patterns.
Fig. 8(a) and (b) show the extrapolated amplitude and phase
patterns by using HT. Fig. 8(c) and (d) show the amplitude
and phase variation via HT. According to the CATR standard,
the limit condition via HT is within ±9◦, which is slightly
better than FFT.

And then, we use the proposed PPT algorithm to
extrapolate far-field patterns. Fig. 9(a) and (b) show the
extrapolated amplitude and phase patterns by using PPT.

FIGURE 8. (a) Extrapolated patterns via classical HT. (a) Amplitude plane.
(b) Phase plane. (c) Amplitude profile at θ = 0◦. (d) Phase profile at
θ = 0◦.

FIGURE 9. Extrapolated patterns via the proposed PPT algorithm.
(a) Amplitude plane. (b) Phase plane. (c) Amplitude profile at θ = 0◦.
(d) Phase profile at θ = 0◦.

Fig. 9(c) and (d) show the amplitude and phase variation via
PPT. It can be observed that the radiation distortion is cor-
rected precisely. According to the CATR standard, the limit
condition via the proposed method is within ±11◦.

By comparing the limit condition, the proposed method is
more robust than the classical FFT and HT methods even if
the azimuth and elevation angles become larger. It indicates
that the proposed method can provide the equivalent CATR
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TABLE 1. Performance comparison of different methods within ±5◦
azimuth degrees.

FIGURE 10. (a) Metal cylinder. (b) 3D NFRCS image of a metal cylinder.

result in a relatively large region, which is more effective for
measuring electrically large targets.

Additionally, Table 1 shows the performance comparison
of different methods within small azimuth angles (±5◦). The
amplitude correction of different methods is similar, and the
proposed PPT method performs better in phase correction.

Therefore, as for the RCS extrapolation of a scattering
center acquired by near-field 3D SAR imaging, the proposed
method is superior to the classical FFT and HT methods.

B. CYLINDER SCATTERER
Cylinder scatterers have the typical RCS function and are
widely researched in RCS measurements [14]. Based on EM
numerical simulation, a metal cylinder (179 mm high and
300mmwide), as shown in Fig. 10(a), is illuminated by using
a VV polarized planar-array SAR with 2 × 2 m2 size, and
the range between the illumination center and the cylinder is
4.5m. The transmitted signal is the SF signal with 11 GHz
center frequency and 2 GHz bandwidth. By using 3D BP
algorithm, we acquire the 3D NFRCS image of the metal
cylinder, as shown in Fig. 10(b).

Considering this 3D NFRCS image as Huygens sources,
the raw RCS patterns along the azimuth angle ϕ and elevation
angle θ are shown in Fig. 11(a). For comparison, we use the
physical optics (PO) [31] method to calculate the theoretical
far-field RCS patterns, and the result is shown in Fig. 11(b).
Then, we use the proposed PPT algorithm to extrapolate the
far-field RCS patterns from the 3D NFRCS image, and the
result is shown in Fig. 11 (c). Fig. 11 (d) shows the profile
result when θ = 0◦.

It can be observed that the raw near-field patterns are differ-
ent from the theoretical far-field patterns. Meanwhile, there
is a high correlation between the PPT result and theoretical
value. Within ±11◦ azimuth and elevation angles, the mean
deviation between the near-field patterns and far-field pat-
terns is 8.56 dB, and the mean deviation between the PPT
result and far-field patterns is only 1.96 dB.

FIGURE 11. RCS patterns of a metal cylinder in the azimuth and elevation
directions. (a) Near-field patterns. (b) Theoretical far-field patterns.
(c) Extrapolated patterns via the proposed method. (d) Profile result at
θ = 0◦.

From these results, we recover the multi-directional
far-field patterns of a metal cylinder, which verifies the pro-
posed method is applicable to precisely measuring surface
scatterers.

C. COMPLEX SCATTERER
In the next stage, a complex metal aircraft model (about 1.3 m
lengths, 1 m wide, and 0.3 m height), as shown in Fig. 12(a),
is illuminated by using a VV polarized planar-array SARwith
2× 2 m2 size, and the range between the illumination center
and the aircraft model is 4.5m. The transmitted signal is the
SF signal with 9 GHz center frequency and 2GHz bandwidth.

Fig. 12(b) and (c) shows the 3D NFRCS image represent-
ing the forward scattering of this aircraft model. It can be
detected from the image that this aircraft model has the rela-
tively complex reflectivity distribution, including themultiple
reflections of the air-inlet structures and the edge diffraction
of the back.

Considering this 3D NFRCS image as Huygens sources,
the raw RCS patterns derived from the 3D NFRCS image are
shown in Fig. 13(a). For comparison, we use the PO method
to calculate the theoretical far-field RCS patterns, as shown
in Fig. 13(b). Then, we use the proposed PPT algorithm to
extrapolate the far-field RCS patterns from the 3D NFRCS
image, and the result is shown in Fig. 13 (c). Fig. 14 (a) shows
the profile result when θ = 0◦. Fig. 14 (b) shows the profile
result when ϕ = 0◦.
It can be observed that there is some otherness between

the near-field patterns and theoretical far-field patterns.
Meanwhile, there is a high correlation between the PPT result
and theoretical far-field patterns. Within ±11◦ azimuth and
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FIGURE 12. (a) Metal aircraft model. (b) and (c) show the 3D NFRCS image of a metal aircraft model.

FIGURE 13. RCS patterns of a aircraft model in the azimuth and elevation directions. (a) Near-field patterns. (b) Theoretical far-field patterns.
(c) Extrapolated patterns via the proposed method.

FIGURE 14. Profile results for a metal aircraft model. (a) θ = 0◦.
(b) ϕ = 0◦.

elevation angles, the mean deviation between the near-field
patterns and far-field patterns is 4.31 dB, and the mean devi-
ation between the PPT result and far-field patterns is only
1.67 dB.

From these results, we recover the multi-directional
far-field patterns of an aircraft model, which verifies the
proposed method is applicable to precisely measuring
complex scatterers.

FIGURE 15. Experimental scene.

V. EXPERIMENTAL VERIFICATION
We have implemented some actual experiments to further test
the effectiveness of the proposed method. The experimental
scene is in a microwave anechoic chamber, as shown
in Fig. 15. A planar-array SAR system with 1.5×1.5 m2 size
illuminates the target coherently, and the test range is about
4.8 m. The transmitted signal is the SF signal generated by the
N5244A PNA-X microwave network analyzer with 10 GHz
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FIGURE 16. Measurement result of a metal sphere. (a) Target scene.
(b) 3D NFRCS image.(c) Extrapolated RCS patterns from 3D image.
(d) Profile result at θ = 0◦.

center frequency and 2 GHz bandwidth. The targets include a
-30 dBsmmetal sphere (36mm diameter) and a 0 dBsmmetal
cubic (100 mm length), as shown in Fig. 16(a) and Fig. 17(a).
Firstly, we use the proposed method to measure the metal

sphere. Fig. 16(b) shows the 3DNFRCS image, and Fig. 16(c)
shows the extrapolated RCS patterns from the 3D NFRCS
image. Fig. 16(d) shows the profile result compared with
theoretical value at θ = 0◦.Within±5◦ azimuth and elevation
angles, the mean deviation is 0.15 dB. Within ±10◦ azimuth
and elevation angles, the mean deviation is 0.51 dB.

Then, we use the proposed method to measure the metal
cubic. Fig. 17(b) shows the 3D NFRCS image. For compar-
ison, Fig. 17(c) shows the theoretical far-field patterns via
EM numerical simulation. Fig. 17(d) shows the extrapolated
RCS patterns from the 3D NFRCS image. Fig. 17(e) shows
the profile result compared with theoretical value at θ = 0◦.
Fig. 17(f) shows the profile result compared with theoretical
value at ϕ = 0◦. Within ±5◦ azimuth and elevation angles,
the mean deviation is 0.61 dB. Within ±10◦ azimuth and
elevation angles, the mean deviation is 2.86 dB.

From these results, we can see that there is a high corre-
lation between the PPT result and theoretical value, which
verifies the validity of the proposed method in actual mea-
surements.

VI. CONCLUSION
We present a 3D image-based RCS extrapolation method via
the planar projective transforms (PPT).

FIGURE 17. Measurement result of a metal cubic. (a) Target scene. (b) 3D
NFRCS image.(c) Theoretical far-field RCS patterns. (d) Extrapolated RCS
patterns from 3D image. (e) Profile result at θ = 0◦. (f) Profile result at
ϕ = 0◦.

Firstly, near-field 3D imaging SAR technique provides the
3D high resolution and extracts the complete reflectivity dis-
tribution of measured objects, which can ensure the proposed
method has broad applicability to measuring point, surface,
and complex scatterers. Secondly, the near-field patterns and
far-field patterns are related to one another based on the inte-
gral transforms of reflectivity distribution, which ensures the
proposed method can flexibly transform 3D NFRCS images
into themulti-directional RCS patterns, including the azimuth
and elevation directions. Thirdly, the proposedmethod adopts
the image-based coherent accumulation, which observably
enhances signal-to-noise and clutter ratio and relies less on
equipment or physical means. Thus the proposed method can
meet the requirements of broad applicability, high flexibility,
and easy implementation.

Through the simulation results, the proposed method can
provide the equivalent CATR result within±11◦ azimuth and
elevation angles, and it is widely applicable to measuring the
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point, surface, and complex scatterers. Through the exper-
iment results, the proposed method has high accuracy for
smooth objects, such as spheres. As for some objects with
edges, such as cubic, there is some otherness because of edge
effects. Our future work is to study the solution for edge
effects and further improve the measurement accuracy.
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