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ABSTRACT Essential proteins are critical components of living organisms and indispensable to cellular
life. Identification of essential proteins plays a critical role in the survival and development of life process
and understanding the function of cell machinery. The experimental methods are usually costly and time-
consuming. In order to overcome these limitations, many computational methods have been proposed
to discover essential proteins based on the topological features of PPI networks and other biological
information. In this paper, a new method named NIE is proposed to predict essential proteins based
on second-order neighborhood information and information entropy of protein complex and subcellular
localization. Firstly, a number of studies have shown that the RNA-Seq data is more advantageous than
traditional gene expression data in predicting essential proteins. Meanwhile, the protein essentiality is
closely related to the subcellular localization information, protein complex information and protein GO terms
through data analysis. A weighted PPI network is constructed to reduce the impact of false positives and false
negatives data on the identification of essential proteins, which integrates the GO terms information with
Pearson correlation coefficient of RNA-Seq data. Secondly, the information entropy of protein complexes
and subcellular localization is calculated to represent the biological characteristics of proteins. Furthermore,
an information propagation model is constructed, which combines the biological properties of the proteins
with the second-order neighborhood information in the PPI network to measure the essentiality of the
proteins. In the experiments section, the proposed method is implemented on three common datasets
(DIP, Krogan and MIPS) of Saccharomyces cerevisiae. A comparison study with other commonly used
algorithms, including LAC, NC, PeC, WDC, UC, LIDC and LBCC is performed to evaluate the performance
of NIE. The results show that the new method NIE has a better performance in predicting essential proteins.

INDEX TERMS Essential proteins, information entropy, neighborhood information, protein interaction

networks.

I. INTRODUCTION

Essential proteins are those proteins to result in lethality or
infertility of a cell if one of them has been deleted [1]. Essen-
tial proteins are closely related to the structure, function,
and regulation of biological systems, play a very impor-
tant role in the whole life of the cell. The loss of essential
proteins causes the cells to become inactive, causing the
cells to lose some functions, leading to pathological changes,
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affecting the survival and evolution of the living body [2], [3].
Identifying essential proteins and studying the properties
and mechanisms of essential proteins have great signifi-
cance in biology and pathology. Biological assays such as
RNA interference [4], single gene knockout [5] and condi-
tional gene knockout [6] methods can determine essential
proteins accurately, but the experimental cost is high, and
the experimental period is long. With the rapid develop-
ments of high-throughput technologies and computer tech-
nologies, it is a trend to predict and identify essential proteins
through bioinformatics and computational biology methods.
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Many computational approaches have been proposed for pre-
dicting essential proteins.

Most proteins interact with each other to form a protein-
protein interaction (PPI) network to participate in various
life processes [7], [8], which makes it possible for us to
identify essential proteins from a network level. From this
point of view, many essential protein recognition methods
based on the characteristics of PPI network are proposed.
In the PPI network, nodes represent proteins and edges rep-
resent interactions between proteins, therefore, the six main
indicators for measuring node centrality Degree Centrality
(DO)[9], Betweenness Centrality (BC)[10], Closeness Cen-
trality (CC)[11], Subgraph Centrality (SC)[12], Eigenvector
Centrality (EC)[13], and Information Centrality (IC)[14] are
used to identify essential proteins in the early stages of
research. The node centrality provides a good research idea
for finding essential proteins, but the accuracy is not ideal.
Min et al. developed a new method for weighing protein-
protein interactions based on the combination of logistic
regression-based model and function similarity [15]. Li ez al.
proposed a method to determine the essentiality of proteins
based on the local average connectivity (LAC) of nodes and
its neighbors [16]. The above node centrality only consid-
ers the importance of the proteins, without considering the
importance of the interactions between proteins. Wang et al.
proposed a new centrality measure method NC [17] for iden-
tifying essential proteins based on edge clustering coeffi-
cient (ECC). Li et al. developed a new topology measure by
defining and computing the value of each protein’s topology
potential [18].

The above methods analyze the essentiality of a pro-
tein only based on its network topology properties, without
considering biological properties of proteins, and the PPI
data have many false positives and false negatives which
have a great influence on the accuracy of the methods [19].
In order to solve this shortcoming, many researchers began
to integrate the network properties and biological properties
of proteins to analyze the essentiality of proteins. Li et al.
and Tang et al. combined with gene expression profiles to
propose new centrality measure PeC [20] and WDC [21]
based on edge clustering coefficient and Pearson correlation
coefficient (PCC). In addition to the gene expression profiles
of proteins, studies have shown that the protein complex
information, the protein subcellular localization information,
the protein domain information, the protein GO function
annotation information, the protein orthologous information,
and RNA-Seq information all have an impact on the essential-
ity of proteins. Peng et al. designed an iteration method ION
for predicting essential protein by integrating the orthologous
information with PPI networks [19]. Li et al. developed a
united complex centrality (UC) for identification of essen-
tial proteins by integrating the protein complexes with the
topological features of PPI networks [22]. Luo et al. pro-
posed a method LIDC for predicting essential proteins used
local interaction density combined with protein complexes
based on statistical analyses of essential proteins and protein
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complexes [23]. Peng et al. proposed an algorithm UDoNC
by integrating the protein domain data with protein-protein
interaction data [24]. Li et al. developed an essential pro-
tein prediction method by integrating the information of
subcellular localization, orthologous proteins and PPI net-
works, named SON [25]. Qin et al. proposed a method
LBCC based on the combination of local density, between-
ness centrality and in-degree centrality of complex [26]. Lei
et al designed a new essential proteins prediction method
RSG based on RNA-Seq, subcellular localization and GO
annotation datasets [27]. These methods all use the net-
work topology properties score and the biological prop-
erties score in PPI network to sort proteins, which can
determine the essentiality of the proteins based on the
score.

It should be pointed out that the construction of PPI net-
works also has a certain impact on the essentiality of proteins
because the available PPI data contains many false positives
and false negatives. Luo and Kuang introduce a new method
named CDLC to predict essential proteins by integrating
dynamic local average connectivity and in-degree of pro-
teins in complexes [28]. Xiao et al. proposed a framework
for identifying essential proteins from active PPI networks
constructed with dynamic gene expression [29]. Li et al.
constructed a refined protein interaction network TS-PIN
by using time-course gene expression data and subcellular
location information [30]. Shang et al. constructed integrated
dynamic PPI networks use RNA-Seq datasets [31]. The iden-
tifying accuracy of these methods is higher than the simple
use of PPI networks.

It must also be mentioned that some novel computational
methods such as machine learning [32], deep learning and
swarm intelligence optimization algorithm have also been
applied to essential protein recognition. Zeng et al. pro-
posed a deep learning framework to automatically learn bio-
logical features without prior knowledge [33]. Lei er al
designed essential proteins recognition model based on arti-
ficial fish swarm optimization [34] and flower pollination
algorithm [35], respectively.

Although the above methods have made great progress,
there are still many shortcomings and room for advancement
in predicting essential proteins fields. In this paper, we devel-
oped a novel method to predicting essential proteins based
on second-order neighborhood information and information
extropy, named NIE. Proteins do not work alone[20]. Con-
sidering the co-expression and function-related properties of
proteins, we first constructed a weighted PPI network using
RNA-Seq data and GO functional annotation data. Then,
we calculated the information entropy of the protein complex
data and subcellular localization data as the feature space
of the protein. Finally, matrix operations are used to obtain
the second-order neighborhood information of each protein
as the final feature score. To test the performance of the
proposed method NIE, we carry out experiments on three
PPI network of Saccharomyces cerevisiae and compared with
seven other competing methods: LAC, NC, PeC, WDC, UC,
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LIDC and LBCC. The experimental results show that NIE
outperform the seven previously proposed methods.

Il. METHODS

A. CONSTRUCTING WEIGHTED PPI NETWORK

The PPI network is usually described as an undirected graph
G(V,E), the set of nodes V = {v{, v, ..., v,} represent the
proteins and the set of edges E = {e(v;, v;)} represents the
interactions between protein v; and v;. Studies have shown
that the available PPI data is incomplete and contains many
false positives and false negatives, which impacts the cor-
rectness of discovering essential proteins. However, there are
other biological properties that can help us analyze the rela-
tionship between proteins. The previous studies have shown
that the essential proteins tend to interact with each other and
functionally related [27]. With the rapid development of high-
throughput sequencing technology, RNA-seq datasets have
provided us with a new way to study gene expression pro-
files [31]. The RNA-Seq data has a larger dynamic range and
a better ability to detect and quantify unknown transcripts and
subtypes [36], thus better describing the co-expression char-
acteristics between genes. We use RNA-Seq data to measure
the gene expression intensity and GO functional annotation
data to measure functional similarity between proteins and
construct a weighted PPI network.

The Person correlation coefficient (PCC) was calcu-
lated to evaluate how strong two interacting proteins are
co-expression [37]. The PCC value of a pair of RNA-Seq
x ={x1,x2,...,xp}andy = {y1, y2, . .., Ym}, Which encode
the corresponding paired protein v; and v; interacting in the
PPI network, is defined as:

Dokt G = p)) Ok — 1)
I =) T k=)

where p(x) and p(y) are the mean RNA-Seq expression value
of proteins v; and v;, respectively. The value of PCC ranges
from -1 to 1, if PCC(v;,v;) is a positive value, there is a
positive correlation between protein v; and v;, if PCC(v;, vj)
is a negative value, there is a negative correlation between
protein v; and vj.

The GO functional annotation data is a biological resource
that describes the functional properties of genes, if two inter-
acted proteins v; and v; have many common GO terms, their
functions are more similar. For protein v; and v;, the GO
similarity between them was computed as follows [27]:

|Go; N Goj|
~ |GoiuGoyl
where GO; and GO; represent the GO terms for proteins v;
and v;, |GO; N GO;| and |GO; U GOj| represent the number
of GO terms in the intersection and union of GO; and GO;.
Based on the PCC and GOy, we build a weighted PPI

network (WPIN), the weight between protein v; and v; is
defined as follows:

Weight (v, vj) = PCC(v;, vj) X GOsin(vi, vj) 3)

PCC(VI‘, Vj)=

ey

GOyim(vi, vj) )
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B. INFORMATION ENTROPY

Proteins have many biological information, such as protein
complex information and subcellular localization informa-
tion, which are related to the essentiality of proteins. Infor-
mation entropy is often used as a quantitative indicator of
the information content of a system [38]. We use informa-
tion extropy to calculate the amount of information about
protein biological characteristics. The measure of informa-
tion entropy associated with each possible data value is the
negative logarithm of the probability mass function for the
value [39]:

H(Z) ==Y p(@)log(p(z)) “)

z€eZ

where Z represents the event, z represents the possible value
of the event, and the corresponding probability is p(z).
We separately calculated the information entropy of protein
complexes and subcellular localization and used them as
eigenvalues of proteins.

1) INFORMATION ENTROPY OF PROTEIN COMPLEX
Protein often bind together to form complexes to carry out
their biological functions. Mutation or destruction of essen-
tial proteins will cause the organism to lose some function,
so the essential protein is closely related to protein com-
plexes. The set C = {ci,c2, ..., cue} is standard protein
complexes, where nc is the number of protein complexes,
¢ = {vi,va,...,vp},j = 1,2,...,nc is the jth protein
complex in C, p is the number of proteins contained in the
protein complex c;, the probability of protein complex ¢; is
calculated as follows:
p(cj) = M &)
J IC|

where |cj| is the number of proteins contained in protein
complex ¢;j, |C| is the number of proteins contained in the
standard protein complex C.

For each protein v; € V, we construct an nc-dimensional
vector ComlInfi(1 x nc) to represent the protein associated
complex information: Comlnf; =[0101 ... 10010 1]

1, Vi € ¢j

O, 1% ¢ Cj (6)

Comlinf;(j) = {
the information entropy of protein complex of protein v; is
defined as follows:

HC(v;) = =) Comlnf(j)p(c;) log(p(c})) )

j=1

2) INFORMATION ENTROPY OF SUBCELLULAR
LOCALIZATION

The set S = {s1, 52, ..., Sys} is subcellular localization data,
where ns is the number of subcellular localization, s =
(vi,v2,...,vg}, k =1,2, ..., nsis the kth subcellular local-
izationin S, g is the number of proteins contained in subcellu-
lar localization sy, the probability of subcellular localization
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sy is calculated as follows:

_ sl
S|

where |si| is the number of proteins contained in subcellular
localization s, |S| is the number of proteins contained in the
subcellular localization data S.

For each protein v; € V, we construct an ns-dimensional
vector Sublnf; (1 x ns) to represent the protein associated
subcellular localization information:

Sublnf; = [1001 ... 101]

p(sk) ®)

1, vie
Sublnfi(k) = Vi€ Sk ©)
0, vi¢sk
the information entropy of subcellular localization of protein
v; is defined as follows:

ns
HS(vi) = — ) Sublnfi(k)p(si) log(p(s))  (10)
k=1
For each protein v; € V, after the information entropy
of protein complexes HC(v;) and the information entropy
of subcellular localization HS(v;) is calculated, we build the
feature matrix F for the set of nodes V = {vi, vy, ..., v,}:

fvi) = [HC(v;) HS(vi)]

(11D
F =[O0 f02)s .. f )]

C. PREDICTING ESSENTIAL PROTEINS BASED ON NIE
According to the established weighted PPI network (WPIN),
we established a second-order neighborhood information-
based propagation model to calculate the score matrix Score
of the proteins. A is the adjacency matrix of the WPIN, I, is
identity matrix:

M=A+1I,
Fil=MXxF (12)
Score =M x F

1

For each protein v; € V, the final score is calculated as
follows:

score(v;) = ZScore(i, ) (13)

In summary, the pseudocode of algorithm NIE is shown
in Table 1.

Ill. RESULTS AND DISCUSSION

In order to evaluate the accuracy and the efficiency of the
proposed NIE algorithm, we implemented it on three com-
mon datasets DIP, Krogan and MIPS in Matlab R2015b and
executed on a quad-core processor 3.30GHz PC with 8G
RAM. For comparison, we implemented seven classic meth-
ods LAC, NC, PeC, WDC, UC, LIDC and LBCC. Among
these seven methods, LAC and NC rely on the network char-
acteristics of the PPI network, PeC and WDC integrate gene
expression data, and UC, LIDC and LBCC integrate protein
biometric data. There are also six classic network centrality
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TABLE 1. The pseudocode of algorithm NIE.

Algorithm 1: NIE algorithm

Input: The PPI network G(V, E);
The RNA-Seq data: RS;
The GO annotation data: GO;
The protein complex data: C;
The subcellular localization data: S;

Output: Top K of proteins sorted by score in descent order

Begin
1. Forecach ¢(y v )e E do
27
2. Calculate  pCC(y,,v,) by Equation (1) using
27
RNA-Seq data RS ;
3. Calculate GO v.,v) by Equation (2) using GO
sim \VisV;
annotation data GO,
4. Calculate Weight(v,,v,) by Equation (3);
27
5. End for
6. Construct weighted PPI network WPIN
7. Calculate the adjacency matrix 4 of WPIN
8. For each v, € V do

9. Calculate HC(vl.) by Equation (7) using protein
complex data C;
10. Calculate HS(Vi) by Equation (10) using

subcellular localization data S;
11. End for
12. Calculate feature matrix F by Equation (11)
13. Calculate score matrix Score by Equation (12)
14. For each v eV do

15. Calculate final score score(vi) by Equation (13)

16. End for
17. Sort V by the value of chre(vl.);

18. output top K proteins (K=100, 200, 300, 400, 500, 600,
respectively)

End

methods DC, IC, EC, SC, BC, CC and the literature has
proven that these methods are not very accurate. Therefore,
in this article, we do not compare these six methods. First, the
results are sorted in descending order. Then, we select the top
ranked proteins as candidate essential proteins respectively.
Finally, comparing the candidate essential proteins with the
standard essential proteins to judge how many candidates are
true essential proteins.

We adopted five types of popular comparison methodolo-
gies to evaluate the algorithm performance: 1) Histogram
comparison methodology. 2) Jackknife curves methodol-
ogy. 3) Precision-recall curves methodology. 4) ROC curves
methodology. 5) Statistical measures.

A. EXPERIMENTAL DATA

All the data used were Saccharomyces cerevisiae. The exper-
imental data used in this paper are as following:
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FIGURE 1. Comparison of the number of essential proteins detected by NIE and other seven methods in DIP dataset (a) Top 100 (b) Top

200 (c) Top 300 (d) Top 400 (e) Top 500 (f) Top 600.

1) PPI network data. Three commonly used protein inter-
action databases DIP [40](version of 20160114), Krogan [41]
and MIPS [42] were employed. After preprocessing, the DIP
database contains 5028 proteins and 22302 interactions, the
network density is 0.0018, the Krogan database contains
2674 proteins and 7075 interactions, the network density
is 0.0020, the MIPS database contains 4546 proteins and
12319 interactions, the network density is 0.0012.

2) RNA-Seq data. The RNA-Seq data is collected from
the NCBI SPA database (SRX362640)[43]. The data contains
7108 genes at 12 time points after removing the unavailable
ones, with 4957 genes involved in the DIP dataset, 2673 genes
involved in the Krogan dataset and 4531 genes involved in the
MIPS dataset.

3) GO annotation data. The GO database is currently one
of most comprehensive ontology databases in bioinformat-
ics. GO-slims are cut-down versions of the GO ontologies
containing a subset of the terms in the whole GO [44]. They
give a broad overview of the ontology content without the
detail of the specific fine-grained terms. Among the 7014 pro-
teins in the GO-slims data, 4939 proteins present in the
DIP dataset,2671 proteins present in the Krogan dataset and
4508 proteins present in the MIPS dataset.

4) Protein complex data. CYC2008[45] is a comprehen-
sive catalogue of manually curated 408 heteromeric protein
complexes in S. Cerevisiae reliably backed by small-scale
experiments from the literature. There arel472, 1152 and
1369 proteins in the DIP, Krogan and MIPS datasets appear
in the CYC2008 dataset, respectively

5) Subcellular localization data. The subcellular localiza-
tion information of proteins was retrieved from knowledge
channel of COMPARTMENTS database (April 6, 2017)[46].
After preprocessing, there are 4908 proteins, which could
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be classed into 11 categories: 1) Cytoskeleton, 2) Cytosol,
3) Endoplasmic, 4) Endosome, 5) Extracellular, 6) Golgi, 7)
Mitochondrion, 8) Nucleus, 9) Peroxisome, 10) Plasma and
11) Vacuole. There are 4054, 2350 and 3654 proteins in the
DIP, Krogan and MIPS datasets have subcellular localization
data, respectively

6) Standard essential protein data. The essential proteins
data was selected form SGD [47], DEG [48]. The essential
proteins data includes 1285 essential proteins [25]. Among
the 1285 essential proteins, 1152, 784 and 1016 essential pro-
teins present in DIP, Krogan and MIPS dataset, respectively.

7) Gene expression data. Gene expression data was
retrieved from GEO (Gene Expression Omnibus) with acces-
sion number GSE3431[21]. The data contained 7074 genes
at 36 time points in the 3 cell life cycles after preprocessing,
with 4876, 2644 and 4445 genes involved in the DIP, Krogan
and MIPS datasets, respectively. The GEO data is used to
implement PeC algorithm.

Detailed data intersection information of experimental data
is shown in Table 2.

B. PERFORMANCE COMPARISON WITH HISTOGRAM
METHODOLOGY

The performance of NIE is compared with seven existing
methods LAC, NC, PeC, WDC, UC, LIDC and LBCC.
We select top 100, 200, 300, 400, 500, 600 ranked pro-
teins predicted by LAC, NC, PeC, WDC, UC, LIDC, LBCC
and NIE as candidate essential proteins respectively. Fig. 1,
Fig.2 and Fig. 3 show the results of the comparison in
DIP, Krogan and MIPS dataset respectively. From Fig. 1,
Fig. 2 and Fig. 3, it is easy to see that the NIE outperforms
LAC, NC, PeC, WDC, UC, LIDC and LBCC obviously.
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TABLE 2. The data intersection information of the experimental data.

PPI network RNA-Seq GO annotation Protein Sl{bce}lular Essential proteins Gene expression
data data complex data  localization data data data
DIP (5028 proteins) 4957 4939 1472 4054 1152 4876
Krogan (2674 proteins) 2673 2671 1152 2350 784 2644
MIPS (4546 proteins) 4531 4508 1369 3654 1016 4445
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FIGURE 2. Comparison of the number of essential proteins detected by NIE and other seven methods in Krogan dataset (a) Top 100 (b) Top
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FIGURE 3. Comparison of the number of essential proteins detected by NIE and other seven methods in MIPS dataset (a) Top 100 (b) Top
200 (c) Top 300 (d) Top 400 (e) Top 500 (f) Top 600.

In the DIP dataset, among the top 100 predicted essential more the predicted correct number of top ranked proteins,

proteins, the NIE method correctly predicted 90 essential the more prominent the advantage of NIE. The accuracy of
proteins, LAC and LIDC only correctly predicted 58. The the NIE method is much higher than the other seven methods.
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FIGURE 4. Jackknife curves of NIE and other seven methods in (a) DIP dataset (b) Krogan dataset and (c) MIPS dataset.

It can also be seen from the Fig. 1, Fig. 2 and Fig. 3 that the
accuracy of the method based on network characteristics such
as LAC and NC are not as good as other methods. Owing to
the edge aggregation coefficient and characteristics of gene
expression are fully combined, the prediction performance
of PeC and WDC algorithms is highly improved. However,
in the DIP and MIPS datasets, the PeC method is better
than WDC, but in the Krogan dataset, WDC performance is
better than PeC. As we all know, the density of Krogan is
greater than DIP and MIPS. Therefore, the performance of
the PeC and WDC methods have a certain relationship with
the structure of the PPI network. The NIE method performs
consistently on three datasets.

C. VALIDATED BY JACKKNIFE METHODOLOGY
In order to further analyze the stability of NIE and other seven
algorithms, we adopt Jackknife methodology developed by
Holman et al. [49]. Jackknife methodology is an evaluation
method for continuously displaying the prediction results of
algorithms. The experimental results validated by Jackknife
methodology in DIP, Krogan and MIPS are shown in Fig. 4.
The horizontal axis represents the number of candidate essen-
tial proteins, and the vertical axis represents the predicted
correct number of candidate essential proteins, which can
reflect the correctness of the methods. In the Histogram
comparison methodology, we only analyzed the top 100, 200,
300, 400, 500 and 600 prediction results, but it does not
explain the stability of the algorithm well. In the comparison
of Jackknife, we compared the top 25% of the algorithm
results. Fig. 4(a) shows the Jackknife curve in DIP dataset, the
horizontal axis represents top ranked proteins range from 0 to
1257. Fig. 4(b) shows the Jackknife curve in Krogan dataset,
the horizontal axis represents top ranked proteins range from
0to 669. Fig. 4(c) shows the Jackknife curve in MIPS dataset,
the horizontal axis represents top ranked proteins range from
0to 1137.

As can be seen from Fig. 4, on DIP, Krogan and MIPS
datasets, the correctness of the NIE algorithm is much greater
than other algorithms. This result is consistent with Fig. 1,
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Fig. 2 and Fig. 3. The density of DIP is 0.0018, the density
of Krogan is 0.0020, the density of MIPS is 0.0012. In these
three datasets, the correctness of the methods PeC and WDC
are better than LIDC and LBCC before about top 15% of
the results, but the correctness between top 15% and top
25% is lower than LIDC and LBCC. The density of the
three datasets are different, but the method NIE has higher
correctness throughout the whole 25% of the results, which
fully demonstrates that the NIE method has good stability.

D. VALIDATED BY PRECISION-RECALL CURVES
METHODOLOGY

The histogram comparison methodology and the Jackknife
curves methodology can reflect the accuracy and stability of
the methods in a local range, in order to measure the overall
performance of the methods, we have drawn the Precision-
Recall curve (PR-curve) as shown in Fig, 5. The horizontal
and vertical axis represents recall and precision respectively,
defined as follows:

. TP (14)
recision = ————
prect TP + FP
TP
recall = —— (15)
TP+ FN

where TP is true positives, refers to essential proteins cor-
rectly predicted as essential, FP is false positives, refers
to nonessential proteins incorrectly predicted as essential,
FN is false negatives, refers to essential proteins incorrectly
predicted as nonessential. Precision indicates the predicted
correct ratio of the predicted essential proteins and recall
indicates the proportion of the standard essential proteins that
are predicted correctly, the greater the precision and recall,
the better the classification performance of the method.

In order to plot the PR curve, firstly, the method results are
sorted in descending order. Secondly, the former k proteins
are treated as essential proteins, and the rest are treated as
non-essential proteins, and the corresponding precision and
recall values are calculated. The value of k ranges from
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FIGURE 5. Precision-recall curves of NIE and other seven methods in (a) DIP dataset (b) Krogan dataset and (c) MIPS dataset.
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FIGURE 6. ROC curves of NIE and other seven methods in (a) DIP dataset (b) Krogan dataset and (c) MIPS dataset.
. . TP
1 to the number of the proteins. Thirdly, draw the PR curve TPR = ——— (17)
TP + FN

according to the precision and recall.

Fig. 5(a), Fig. 5(b) and Fig. 5(c) show the PR curve of
NIE and other methods in DIP, Krogan and MIPS dataset
respectively. In the DIP and MIPS datasets, the precision
value of PeC is better than LIDC method, and then lower
than LIDC method, which is consistent with the trend of
the Jackknife curve. Similarly, the performance of the WDC,
UC and LBCC methods differ in different datasets. As can
be seen from Fig. 5, the PR curve of NIE achieves the best
performance among all the methods and in all the three
datasets.

E. VALIDATED BY ROC CURVES METHODOLOGY

To further measure the performance of the methods,
the Receiver Operating Characteristic (ROC) curve has been
used. ROC curve is a good way of visualizing a classifier’s
performance in order to select a suitable operating point,
or decision threshold [50]. The ROC curves demonstrate the
tradeoff between the false positive rate (FPR) and the true
positive rate (TPR).

FP

FPR = —
FP+ TN

(16)

VOLUME 7, 2019

where TN is true negatives, refers to nonessential proteins
correctly predicted as nonessential. FP, TP and FN have
described in the previous section. The area under the ROC
curves (AUC) is used to measure the performance of corre-
sponding algorithms, the bigger the area is, the better predic-
tion performance the algorithm has.

Fig. 6(a), Fig. 6(b) and Fig. 6(c) show the comparison
of ROC curves and AUC values of different methods in
DIP, Krogan and MIPS datasets, respectively. In these three
datasets, the AUC value of the NIE method are all the largest
0.7281, 0.7246, 0.6927, and the AUC value of the PeC
method are all the smallest 0.6491, 0.6292, 0.5837. It demon-
strated that the NIE method is excellent and robust.

F. EVALUATION USING STATISTICAL MEASURES

As can be seen from the histogram and Jackknife curve,
the accuracy of the PeC method is higher than that of LBCC
and LIDC method, but the ROC value is the smallest. There-
fore, we must comprehensively consider the performance of
the methods. We compare the following statistical measures
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TABLE 3. Comparison of the values of SN, SP, PPV, NPV, F-measure and ACC of NIE and other seven methods.

Dataset Methods SN SP PPV NPV F-measure ACC
LAC 0.4922 0.8147 0.4412 0.8437 0.4653 0.7408
NC 0.4844 0.8124 0.4342 0.8413 0.4579 0.7372
PeC 0.4714 0.8085 0.4226 0.8373 0.4456 0.7313
WDC 0.4983 0.8165 0.4467 0.8455 0.4711 0.7436
pIP UcC 0.4870 0.8132 0.4366 0.8421 0.4604 0.7384
LIDC 0.5043 0.8183 0.4521 0.8474 0.4768 0.7464
LBCC 0.4809 0.8114 0.4311 0.8402 0.4547 0.7356
NIE 0.5278 0.8253 0.4732 0.8546 0.4990 0.7571
LAC 0.6135 0.5744 0.3743 0.7817 0.4650 0.5859
NC 0.6135 0.5744 0.3743 0.7817 0.4650 0.5859
PeC 0.5982 0.5680 0.3650 0.7731 0.4534 0.5769
Krogan WDC 0.6607 0.5940 0.4031 0.8084 0.5007 0.6135
ucC 0.6135 0.5744 0.3743 0.7817 0.4650 0.5859
LIDC 0.6633 0.5950 0.4047 0.8098 0.5027 0.6150
LBCC 0.6492 0.5892 0.3961 0.8019 0.4920 0.6068
NIE 0.7015 0.6109 0.4280 0.8314 0.5317 0.6375
LAC 0.3750 0.7438 0.2965 0.8052 0.3312 0.6614
NC 0.3819 0.7458 0.3019 0.8074 0.3372 0.6645
PeC 0.3917 0.7487 0.3097 0.8104 0.3459 0.6689
WDC 0.3967 0.7501 0.3136 0.8120 0.3503 0.6711
MIPS ucC 0.3799 0.7453 0.3004 0.8067 0.3355 0.6636
LIDC 0.4577 0.7676 0.3619 0.8310 0.4042 0.6983
LBCC 0.4203 0.7569 0.3323 0.8193 0.3711 0.6816
NIE 0.4980 0.7793 0.3938 0.8436 0.4398 0.7164

including sensitivity (SN), specificity (SP), positive predic-
tive value (PPV), negative predictive value (NPV), F-measure
and accuracy (ACC), defined as follows:

TP
SN = —— (18)
TP + FN
TN
SP= —— (19)
TN + FP
TP
PPV = — (20)
TP + FP
TN
NPV = — @1
TN + FN
2% SN * PPV
F — measure = ————— (22)
SN + PPV
TP+ TN
ACC = —— (23)
P+ N

where P and N are the total number of essential proteins and
nonessential proteins, respectively. FP, TP, TN and FN have
described in the previous section.

The comparison of SN, SP, PPV, NPV, F-measure and ACC
of NIE and other methods are shown in Table 3. Because
the essential proteins data includes 1285 essential proteins,
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we performed a statistical analysis of top 1285 predicted
essential proteins predicted by NIE and other seven methods.
As shown in Table 3, it is obvious that the SN, SP, PPV, NPV,
F-measure and ACC of NIE are higher than that of any other
methods on three different datasets, which shows that NIE
can identify essential proteins more accurately.

IV. CONCLUSION

Essential proteins help us analyze and understand life activ-
ities, meanwhile, discovering essential proteins are useful
for disease prediction and drug design. However, PPI data
have many false positives and false negatives which have
a great influence on the accuracy of predicting essential
proteins. So firstly we used RNA-seq data to describe the
co-expression properties between proteins, and used GO
annotation data to describe the functional correlation between
proteins, and then combined with the PPI network to con-
struct weighted PPI network to reduce the impact of false pos-
itives and false negatives data on the identification of essential
proteins. Furthermore, proteins have different functions at
different locations, the same protein has different functions
at different locations, and proteins often join together to form
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a complex to perform a function. Therefore, we calculate

the

subcellular localization information entropy and pro-

tein complex information entropy of proteins, respectively,
and use them to construct the feature matrix of proteins.
Finally, we established a computational model based on
second-order neighborhood information to identify essential
proteins named NIE. To verify the accuracy, stability, and
effectiveness of the NIE method, we performed experiments
on three datasets: DIP, Krogan and MIPS, and compared
them with seven classical essential protein prediction meth-
ods: LAC, NC, PeC, WDC, UC, LIDC and LBCC. Five
types of popular comparison methodologies used to com-
pare algorithm performance. The experimental results clearly
indicate that NIE can better performance than seven other
methods.
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