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ABSTRACT Wind energy is an attractive renewable sources and its prediction is highly essential for multiple
applications. Over the literature, there are several studies have been focused on the related researches
of synthetic wind speed data generation. In this research, two reconstruction methods are developed for
synthetic wind speed time series generation. The modeling is constructed based on different processes
including independent values generation from the known probability distribution function, rearrangement
of random values and segmentation. They have been named as Rank-wise and Step-wise reconstruction
methods. The proposed methods are explained with the help of a standard time series and the examination
on wind speed time series collected from Galicia, the autonomous region in the northwest of Spain. Results
evidenced the potential of the developed models over the state-of-the-art synthetic time series generation
methods and demonstrated a successful validation using the means of mean and median wind speed values,
autocorrelations, probability distribution parameters with their corresponding histograms and confusion
matrix. Pros and cons of both methods are discussed comprehensively.

INDEX TERMS Energy sustainability, synthetic data, time series, wind speed, wind energy.

I. INTRODUCTION
Human population increment, excessive pollution, depletion
of fossil fuels and growing environmental concerns lead to
a raise in the demand of renewable energies. In particular,
wind energy is of a great importance and potential owing to its
availability and efficiency. Across the world, meteorological
agencies collect wind speed data at many locations and make
them available for wind energy research activities. The long
period of historical data can be collected to perform the
best research source. However, the major difficulty mainly
associated with the unavailability of continuous time series
data for a long time at specific locations.

The simulation of numerical series under the constraint
of keeping some of their statistical characteristics, such as
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mean values or correlations, is a subject of interest in differ-
ent research areas. In this sense, wind speed modeling has
become a major interest in the recent years and mainly due to
the increase of wind energy presence in large electrical power
networks.

An assessment of wind speed simulation methods was
presented in [1], where wind speed values at different loca-
tions were obtained simultaneously, satisfying some of the
mentioned constraints. Auto-regressive and Markov methods
were also studied in that work, for the generation of series
with given auto-correlation properties.

In another researches [2], [3] have suggested several mod-
els to generate synthetic wind speed data and have used them
for training instead of the original time series data.

Markov chains are used for describing a stochastic pro-
cess (Markov process) in which next state is decided by
the previous states depending on its probability distribution.
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Research works presented in [4]–[7] have demonstrated how
the Markov chain models can be used to generate synthetic
wind speed time series. Markov processes have been used
to generate streamflow data in [8]. Similarly, such processes
have found synthetic time series generation applications in
different fields including annual rainfall [9], [10] and river
water flow [11]. Further, the Markov chain method has
been updated with higher order schemes in [6]. Most of the
research articles have presented successful outcomes of the
Markov process in the wind speed data generation.

Apart from Markov processes, auto-regressive models
are among the most widely accepted models in synthetic
data generation processes. Auto-regressive models include
auto-regressive (AR), moving average (MA), auto-regressive
moving average (ARMA), auto-regressive integrated moving
average (ARIMA) [12]–[14] and use auto-correlation tech-
niques in a time series. A Bayesian method for the choice
of the best model for a given series belonging to a set of
auto-regressive and moving average techniques was studied
in [13]. ARIMA and artificial neural networks (ANN) tech-
niques were combined in a hybrid methodology pretending
to take advantage of both methodologies in linear and nonlin-
ear modeling, including experimental results which revealed
that the proposed model can improve forecasting accuracy
achieved by both methods when applied separately [14].
The applications and performance evaluation of these meth-
ods in wind speed data generation have been discussed and
compared thoroughly in [1], [15]–[17]. In [1], several wind
speed simulation methods were assessed, with inclusion of
the correlation between series of wind speeds at several loca-
tions. Wind speed and wind power series simulation were
also presented in [15], where correlations were taken into
account, as well as non-Gaussian distributions and diurnal
non-stationarity. The problem of day-ahead and two-day-
ahead forecasting of wind speed was dealt with in [16]
with the help of the method called fractional ARIMA of
f -ARIMA. In [17], wind speed series were simulated for
economic dispatch analysis studies, where correlations and
auto-correlations were taken into account, together with a
procedure of Normal-Weibull distributions conversion.

Nonetheless, there are few other methods which have been
successfully examined for wind speed generation processes.
These methods include the use of a Kalman filter [18]–[21],
Bayesian models [22], [23], Neural networks [24] and
Wavelet transform [25], [26], and also combinations of
several methods.

The aim of this research is to present two methods for
simulating synthetic time series. The modeling results are
validated against those obtained by means of some of the
methods proposed in [1]. The proposed methods are based on
initiating a vector of values satisfying certain statistical prop-
erties, rearranging this vector and conferring it the desired
chronological properties. Both methods have been developed
for this work, although one of them has been inspired by a
previous work of Iman & Conover [27], and can be consid-
ered as an adaptation of it. It is known that different prediction

horizons requires different kind of models in wind energy.
Generally, formid- and long-term planning or risk assessment
of wind power integration, the probability distributionmodels
or time-periodic model of wind speed are applicable [28].
Whereas, for short-time wind power forecasting, machine-
learningmodels or artificial intelligent algorithms, time series
models of wind speed are applicable [29]. The proposed
methods are for synthetically (stochastic) generation of a time
series, for a known statistical characteristics of a small time
series. For sure, these methods will be useful for forecasting
applications, but it cannot be differentiate into short, mid or
long term, at this stage. Rather, it can be applied to all of them
depending on the time series sample under observation.

The rest of the paper is structured as follows. The method-
ologies proposed are described in Section II. Section III
discusses the results of the proposed methods when applied
to the generation of synthetic time data. In Section IV, they
are compared with other well established methods for wind
speed time series and their validity is examined with the
help of the calculation of statistical values such as mean
and median ones, auto-correlation, probability distribution
parameters and the corresponding histograms. A brief dis-
cussion is included in Section V and the conclusions and
implications of this research are summarised in Section VI.

II. PROPOSED METHODOLOGIES
Though synthetically generated time series find much appli-
cation in various areas, there are very few methods specif-
ically devoted to synthetic time series generation. Usually,
these synthetically generated time series are validated with
the distribution patterns and statistical characteristics along
with their seasonality and trend patterns in comparison to the
original time series.While scanning the literature on synthetic
time series generation methods, a very basic and common
method is available, which takes independent values from
a specific probability distribution and generate a new series
having similar probability distribution [6], [30], [31].

Kaminsky et al. [6] have given a clear description on how a
cumulative distribution and its inverse can be used to generate
time series. With a known probability distribution of a time
series, a new time series will be generated with similar prob-
ability distribution characteristics and histogram, and with
acceptable mean and variance. But the power spectral density
or the autocorrelation function of this synthetic time series
will be significantly different from the original one. As an
example, given a time series following a Weibull distribution
with three parameters (scale, shape and location), with these
parameters, a new time series is generated with independent
values from the same Weibull distribution. The newly gen-
erated signal will be of Weibull distribution of similar scale,
shape and location parameters but it will be only a sequence of
random numbers without any autocorrelation similarity with
the original series.

A proper rearrangement of this sequence of random num-
bers may lead to a generation of more accurate synthetic
series and this is the motivation to introduce the Rank-wise
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and Step-wise reconstruction methods, developed with this
objective and presented in Sections II-A and II-B. Both
methods have been designed for this purpose, although the
Rank-wise one has been inspired by an interesting algorithm
presented by Iman and Conover [27]. Those authors proposed
an algorithm for inducing Spearman rank correlation in dif-
ferent distributions. Such a procedure, appropriately modi-
fied, can be used for inducing auto-correlation in a sequence,
such as explained in Section II-A.

A. METHOD 1: RANK-WISE RECONSTRUCTION METHOD
The Rank-wise reconstruction method consists of reordering
a set of values that have been initially generated under given
conditions with regards to the distribution features. Once the
series (a sequence of random numbers) has been generated,
the goal is to find the permutation of this series that provides
the maximum rank correlation between it and the original
one. If the size of the series is n, and all the values inside are
different, then there are n! permutations of such a series. The
calculation of the rank correlations between all these series
and the original one will give n! values, which can be differ-
ent. The maximum of these values corresponds to the desired
series. In order to easily obtain this series, the idea is to use an
algorithm similar to the one proposed by Iman and Conover,
which avoids the calculation of the rank correlations of all the
existing permutations, and obtains the desired permutation
among all, with the help of a Choleski factorization of the
correlation matrix and some operations of linear algebra. The
original proposal of Iman and Conover was the obtention of
correlated series of different distributions, not the induction
of a given auto-correlation in a series. However, with a small
variation, the method can be applied to the problem dealt with
in this paper. This constitutes the proposal of this Section.

The fundamentals of the proposed method are explained
here. The origin of the problem lies in the need to induce
a given correlation matrix to several previously independent
variables. By handling the known Pearson’s parametric cor-
relation, a method based on algebraic operations including
the application of a Choleski factorization to the correla-
tion matrix, operates adequately when the distributions are
Normal. However, when the distributions are of a different
nature, such as Rayleigh or Weibull, the method becomes
inaccurate, due to different reasons, that have been discussed
in the literature [32]–[35].

Iman and Conover realized that the same method could
be applied to different kind of distributions by changing the
use of parametric correlation coefficients to non-parametric
Spearman rank coefficients. These coefficients are not cal-
culated as a function of the values of the series, but as a
function of the positions of such values in the sequence. The
values need to be reordered or classified so that the desired
Spearman rank correlations are obtained. The method can
be summarized by saying that it uses the following steps:
generation of independent Uniform or Normal distributions,
as much as the number of series to be correlated; use of
the method based on the Choleski factorization mentioned

above, but for the Spearman rank correlation matrix, and
applied to these distributions, which will reorder the Uniform
or Normal distributions according to the desired correlations;
obtention of indices for ordering the resulting elements; and
finally, application of similar indices to the original series.
As mentioned above, the distributions can belong to different
families.

A numerical example will help understand the process.
An original series, such as the following one, can be assumed:
(2, 7, 4, 3, 6, 5). The generated one is as follows: (2.5, 3.5, 4,
4.5, 6, 6.5). The indices in the first series will be (1, 6, 3,
2, 5, 4), assuming that the smaller the value is, the smaller
the index assigned to it is as well. However, in the case of
the second series, the indices are (1, 2, 3, 4, 5, 6), in a clearly
different order. Now, reordering the second series according
to the indices of the first one, the result will be (2.5, 6.5, 4,
3.5, 6, 4.5). The features of the distribution do not change
in this process. However, the auto-correlation changes and is
now much more similar to the one corresponding to the orig-
inal series. The general scheme for Rank-wise reconstruction
method is shown as below.

Given: Original Wind Speed Time Series x
Output: Synthetic Wind Speed Time Series x̄

Rank-wise Reconstruction()
j← rank(x)
i← Weibull_par(x)
m(t)← Weibull_gen(i)
x̄ ← Rank_rearrange(m(t), j)
return Synthetic Wind Speed Time Series x̄

Functions:
rank - to decide the rank of each entity in time
series in ascending order.
Weibull_par - to calculate Weibull Parameters.
Weibull_gen - to generate a time series with known
Weibull Parameters.
Rank_rearrange(a,b) - to rearrange a time series
(a) in accordance with a vector of ranks (b).

For the basic understanding of the Rank-wise reconstruc-
tion method, a small and classic Box & Jenkins airline time
series, collected from 1949 to 1960 on a monthly basis of an
international airline [36], is examined here. Figs. 1 (a) and (b)
show the original time series and the time series gener-
ated with the Rank-wise reconstruction method, respectively.
Apart from this, the validity of the this method can be checked
with the distribution parameters of the original and generated
time series.With themaximum likelihood estimationmethod,
the shape and scale parameters of the Weibull distribution
for the original time series are found to be 2.5304 and
316.9294, respectively.Whereas, the shape and scale parame-
ters for the synthetically generated time series are 2.3873 and
317.0714 respectively, very close to those of the original time
series. Further, the correlation coefficient between original
and generated time series is observed to be 0.9815 and their
comparison in terms of basic statistical parameters is shown
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FIGURE 1. Plots showing (a) Air Passengers (original) time series, x(t). (b) Time series generated with Rank-wise reconstruction method.

in Table 1, which supports the accuracy of the proposedmodel
with statistical indicators.

The results of Rank-wise reconstructionmethod are further
discussed in Sections III and IV.

B. METHOD 2: STEP-WISE RECONSTRUCTION METHOD
The Step-wise reconstruction method consists of reordering
the set of values that has been considered in the Rank-wise
method under given conditions of the distribution features.
In this method, the rearranged process is performed by cal-
culating the arithmetic difference between each time instant
value of the original time series and all time instant values
of the random number sequence. For each instant of the
original time series, the value with minimum difference in
the random number sequence is shifted to the correspond-
ing instant which leads to generation of a rearranged time
series. This rearranged time series will exhibit the pattern in
which a drastic change can be observed after a specific time
instant. The part of the time series prior to that time instant
possesses similar patterns to that of the original time series
whereas it gets deformed after that time instant. Hereafter,
this time index will be named as ‘knee point’. The original
time series and the rearranged time series will be denoted by
x(t) and xR(t), respectively. The plot in Fig. 2 shows the errors

obtained between time series x(t) and xR(t). The knee point
at time instant ‘57’ is the point from which significant error
values are obtained and the pattern of time series xR(t) are
found to be undesired. The Step-wise method handles this
situation by segmenting the time series xR(t) and applying
step-wise iterative operations till the desired synthetic time
series x̄(t) is achieved. For the first iteration, time series xR(t)
is segmented at the knee point into x11(t) and x21(t). Again
x21(t) exhibits properties like another time series with random
numbers.

In the second iteration, the whole operations including
independent values generation from the known probability
distribution, rearrangement of random values and segmen-
tation, which were executed on x(t), will be performed on
time series x21(t), which leads to its segmentation into time
series x12(t) and x22(t). The time series x22(t) is the random
number sequence obtained in the second iteration and under-
goes for the third iteration. This process of step-wise iteration
is performed till a desired synthetic time series is obtained,
such that it cannot be segmented further or the length of the
random pattern segment will be negligible compared to the
original time series. Finally, the time series generated by
the sequential combination of the first segments obtained in
each iteration (x11(t), x12(t), x13(t), ....) is considered as the
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TABLE 1. Statistical characteristics of original and series generated with Rank-wise reconstruction method.

FIGURE 2. Plot showing errors between x(t) and x̄(t) to estimate the knee point.

final synthetic time series, x̄(t). The time series x̄(t) is very
similar to the original one (x(t)) from a seasonality and trend
appearance point of view, but the statistical validation of this
assert plays an important role in the decision of performance
measure of the Step-wise method.

The Step-wise reconstruction method is illustrated step by
step with the same Box & Jenkins airline time series [36].
Fig. 3 (c), (d) and (e) show the progress of the mentioned
method in the first three iterations. In these plots, a summary
related to each subplot is shown for better understanding. The
mean values are shown in blue lines and the surrounding gray
area represents the confidence interval which is a range of
values describing the uncertainty associated with each plot.
Fig. 3 (a) and (f) are the plots corresponding to original (a) and

TABLE 2. Comparison of Weibull distribution parameters, shape and
scale, of airlines time series generated at different iterations in the
Step-wise reconstruction method.

synthetic time series (f), with very similar patterns to the
original time series. Along with this, it is interesting that even
though the Weibull distribution parameters of x11(t), x12(t)
and x13(t) segments are varying and different from those of
the original time series x(t), those parameters of the synthetic
time series (x̄(t)) are close enough to those of the time series
x(t) as shown in Table 2. The general scheme for the Step-
wise reconstruction is exhibited as follows.

Input: Original Wind Speed Time Series x
Variables:
knee point k
First Segment for nth iteration x1n
Second Segment for nth iteration x2n
Output: Synthetic Wind Speed Time Series x̄

Step-wise Reconstruction()
n← 1
x̄ ← NULL
While k > (0.05 ∗ length(x))
i← Weibull_par(x)
m(t)← Weibull_gen(i)
n(t)← Re_arrange(m(t))
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FIGURE 3. Steps involved in Step-wise reconstruction method. (a) Air Passengers (original) time series, x(t). (b) Time series
generated with probability distribution parameters of x(t). (c) (d) and (e) are the time series obtained in iteration 1, 2 and 3,
respectively. (f) The synthetic time series x̄(t) generated in Step-wise reconstruction method.

k ← knee(n(t))
x1n← n(t)[1 : k]
x2n← n(t)[(k + 1) : length(n(t))]
x̄ ← append(x̄, x1n)
x ← x2n
n← n+ 1

return Synthetic Wind Speed Time Series x̄

Functions:
Weibull_par- to calculate Weibull Parameters
Weibull_gen- to generate a time series with known
Weibull Parameters
Re_arrange- to rearrange a time series with main-
taining minimum error with respect to x
knee- to calculate knee point of the rearranged time
series

The comparison in this section shows the performance of
both proposed methods for the airline passengers dataset. The
results show the comparable numbers in terms of shape and
scale of the Weibull distribution with those of the original
time series. In Section II, the proposed methods are applied to
wind energy time series and their statistical validity is tested
in Section IV.

III. APPLICATION OF WIND SPEED SIMULATION
The wind speed time series used in this study have been
collected in Galicia, northwest of Spain. Galicia is one of
the leading region in Spain in terms of wind energy capacity.
It installedwind power density is higher than its mean value in
the Spain as well as many leading countries [37]. The nature
of wind in Galicia has high spatial and temporal variability
within all over the year and no clear seasonal changes are
observed. And, in all seasons, upwelling and nonupwelling
patterns are evident [38]. In this study, wind speed mean
values were measured every 10 minutes in meteorological
stations of the Galician meteorological network. These time
series have been collected along several years and they
constitute public information. The time series used in this
study corresponds to one of the stations during three months,
as shown in Fig. 4. Generally, the wind speed time series
are considered as part of a Weibull distribution [39], and this
has been assumed here. The scale and shape parameter are
1.629 and 5.890 respectively.

In this section, the performances of the Rank-wise and
Step-wise reconstruction methods are evaluated on wind
speed time series and compared with state-of-the-art syn-
thetic time series generation methods including first and sec-
ond order Markov chain and auto-regressive method, AR(1).
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FIGURE 4. The wind speed time series collected in Galicia, Spain.

A comparison of all these methods is performed with the
generation of a synthetic time series of the same length as
that of the original one. Fig. 5 shows the plot of comparison
for synthetic time series corresponding to all the methods
under study. All the time series plots in Fig. 5 represent the
100 initial simulated values for the respective series. It can
be observed that the Step-wise reconstruction method can
generate the time series more accurately, but the validation
of the results will be the most important factor to assess the
performance of the proposed methods. The validation of the
proposed methods is discussed in Section IV.

IV. STATISTICAL VALIDATION
The generated time series bymeans of all the methods studied
are shown in Fig. 5. The patterns shown by the generated
synthetic time series are similar to those of the original wind
speed series. In order to clarify the performance of each
method, various validation techniques are discussed in this
Section. These techniques include auto-correlation, average
wind speed, probability distribution function parameters and
histograms. The results are validated by comparing the gener-
ated synthetic time series with the original ones for the same
time intervals and lengths.

A. AVERAGE WIND SPEED
The synthetic time series can not be considered acceptable
if the average values are not comparable with those of the
original time series. In Table 3, all methods considered in
the study are compared on the basis of mean and median
of the respective synthetic time series. All them have been
arranged in ascending order of their relative errors. The values
in Table 3 show that both proposed methods outperform the
contemporary ones.

B. AUTOCORRELATION FUNCTION
The auto-correlation function (ACF) is a relevant aspect to
compare synthetic time series. With ACF, it is compared how
similar the correlation of the values in a synthetic time series
is to the correlation of the values in the original time series.

In Fig. 6, the ACF plots corresponding to all methods are
shown. With these plots, it can be interpreted that the ACF of
the proposed methods and auto-regressive methods are close
to those of the original time series. Whereas, ACF plot of
first and second order Markov chain methods are relatively
shifted downwards and maintain magnitudes close to zero.
This performance of Markov chain methods seems to be
common [6], [7], [31].

In Fig. 6, an over-fitting of the ACF plot for the auto-
regressive method is observed. Comparatively, a more accu-
rate fitting is observed for the proposed methods.

C. PROBABILITY DISTRIBUTION FUNCTION
Usually, wind speed time series are considered to follow a
Weibull distribution [39]. The Weibull distribution is gener-
ally expressed as a function of three parameters, i.e., shape,
scale and location. The general expression for the Weibull
probability distribution function in terms of shape (γ ),
scale (α) and location (µ) parameters is shown in 1.

f (x) =
γ

α
(
x − µ
α

)(γ−1)e(−((x−µ)/α)
γ ) x ≥ µ; γ, α > 0 (1)

In this paper, the shape and scale parameters are calcu-
lated from the probability function using a maximum like-
lihood estimator. In the case of a wind speed distribution,
(1) becomes simpler because the location parameter µ can
be assumed to be 0. This is due to the fact that 0 is the
minimum value for wind speeds. The shape and scale param-
eters for the original and synthetic wind speed time series
can be read in Table 4. With these observations, the accuracy
of the proposed methods while maintaining the probability
distribution function in synthetic time series is examined.
The values shown in brackets in Shape and Scale columns
in Table 4 are the relative errors of the Shape and Scale values.
These methods are arranged in ascending order of relative
error values to indicate the performance-wise rank of all these
methods.

The fourth column of Table 4 represents the analysis of
variance (ANOVA) test used to compare the means of two or
more samples based on the normality from the F distribution
assumption. This test evaluates the null hypothesis that the
samples from different groups are drawn from the populations
with same mean values. In this study, a one-way ANOVA test
is used to compare the results from all the methods used for
time series generation. The details and application of the test
are discussed in [40]–[42]. In this study, all the comparisons
are significant at p-value = 0.05. This suggests the adequate
selection of the methods under study.

The histograms of the original and the synthetic time
series generated with all methods are shown in Fig. 7. The
performance of Markov chain and auto-regression models
are degraded compared with those of original time series.
With the proposed methods, more accurate histograms are
achieved, reflecting the accuracy and the validity of the pro-
posed methods for the generation of synthetic wind speed
time series.
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FIGURE 5. Plots showing patterns of initial 200 time-instances of synthetic time series generated with various
methods. (a) Original Wind speed time series, (b) synthetic time series generated with first order Markov
chain method, (c) second order Makov chain method, (d) an autoregressive method (e) rank-wise
reconstruction method and (f) step-wise reconstruction method, respectively.

D. CONFUSION MATRIX
With the consideration of all prior validation schemes, it can
be concluded that both proposed methods are performing bet-
ter than other contemporary methods. But to further observe
the accuracy of these methods, the synthetic time series are
compared with the original time series at different amplitude
levels. This is achieved with the classification of the original

time series into 4 steps in accordance to equal amplitude
ranges as shown in Fig. 8.

The synthetic time series generated by all methods are
compared within 4 steps of original time series. For each
step, values in synthetic time series which match with respec-
tive step number of the original time series represent the
‘True Positive’ count of that particular step number. The true
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TABLE 3. Comparison of mean and median of synthetic time series generated with different methods.

FIGURE 6. Comparison of ACFs for original and synthetic time series generated with different methods.

TABLE 4. Comparison of Weibull distribution parameters, shape and scale of synthetic time series generated with different methods for wind speed time
series.

positive counts for all methods for each step are noted
in Table 5.

In this section, accuracy assessment of the proposed meth-
ods is accomplished through the comparison of the differ-
ent states (classified as discussed earlier) through the use
of confusion matrix [43]. With the help of the confusion
matrix, it becomes possible to determine the accuracy of both

proposed methods more in detail in terms of overall accuracy,
user’s accuracy, producer’s accuracy, F1-measure and Kappa
coefficient.

Tables 6 and 7 show the confusion matrix for Step-wise
and Rank-wise reconstruction methods, respectively. In these
tables, the values on the diagonal correspond to the correctly
observed states, whereas off-diagonal values correspond to
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FIGURE 7. Comparison of Probability distributions for original and synthetic time series generated with different methods.

FIGURE 8. Original time series with classification in 4 steps (shown with different colors).

the wrong prediction of the states. The accuracy in clas-
sification of the states is validated with overall accuracy
of 98% and 97% along with Kappa coefficients 0.97 and
0.945, respectively for Step-wise and Rank-wise methods.
F1 measures for each step are 99%, 97%, 95%, and 93% for
the Step-wise method and those for the Rank-wise method
are 98%, 95%, 96%, and 74%. These results show that the
Step-wise method achieves more accuracy compared with the
Rank-wise reconstruction method.

V. DISCUSSION
The performance of the proposed methods on wind speed
time series reveals that they outperform Markov chain and
auto-regression methods. The validity of the proposed meth-
ods has been examined with the help of different param-
eters with respect to the observation, and the Step-wise
reconstruction method has been observed as the most accu-
rate. But this accuracy is achieved at the cost of more exe-
cution time. Table 8 shows the comparison of execution
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TABLE 5. True Positive counts for all four step.

TABLE 6. Confusion matrix for step-wise reconstruction method.

TABLE 7. Confusion matrix for Rank-wise reconstruction method.

TABLE 8. Execution time comparison.

time in seconds for all the methods considered in the
study.

The execution time for the Step-wise reconstruction
method has been 6.88 seconds in the simulations, which is
quite longer than for other methods. Whereas, the Rank-
wise Reconstruction method, with the second best position
according to performance of synthetic time series generation,
takes 3.31 seconds to simulate wind speed time series, one of
the shorter times taken in Table 8.
Hence, it can be suggested when the simulation dataset

is very large and the execution time limitation is a con-
straint at the cost of the very little amount of accuracy.
But whenever there is no time limitation, more accurate
results can be achieved with the Step-wise reconstruction
method. Simplicity and minimum calculations compared
with other contemporary methods like Markov Chain and
Auto-regression methods are the positive points for the
proposed methods. Last but not least, the current research
implementation demonstrated an excellent predictability

performance for the inspected case study. However, for
further investigation, other meteorological stations can be
inspected for the possibility to understand the generalization
capacity of the proposed model. In addition, this is con-
tributing to the base knowledge of the insightful informa-
tion for wind speed prediction and and energy production in
general.

VI. CONCLUSION
In this paper, two reconstruction methods are proposed for
synthetic time series generation, with the aim of apply-
ing them to wind speed simulation. They are called Rank-
wise and Step-wise methods. The Step-wise reconstruction
method is based on independent values generation from a
known probability distribution, rearrangement of random val-
ues and segmentation processes, which return a synthetic time
series with statistical characteristics very close to those of
the original wind speed time series. Similarly, the method-
ology of Rank-wise reconstruction method is based on rear-
rangement of random values of a known distribution. The
rearrangement in the Rank-wise method is of single step,
reordering the random values based on the maximum posi-
tive rank correlation between the original and the generated
variables. The proposed methods have been explained with
a standard sample time series and examined on wind speed
time series collected in Galicia, Spain. This experiment has
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compared the performance of both proposed methods with
various state-of-the-art synthetic time series generation meth-
ods. The results show that the performance of the proposed
methods achieve a remarkable accuracy in the statistical val-
ues of the synthetic wind speed time series and outperform
auto-regressive, and first and second order Markov chain
methods. Additionally, the statistical validation of the pro-
posed methods have been performed with the mean wind
speed, auto-correlation, probability distribution function and
confusion matrix techniques. Also, the performance along
with pros and cons of both methods have been discussed.
With the evidence of results and their statistical validation,
the conclusion is that the proposed methods are suitable for
generation of the synthetic wind energy time series with a
known distribution.
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