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ABSTRACT Two types of the autocorrelation functions of the full-response continuous phase modula-
tion (CPM) signal are investigated in the paper, the autocorrelation functions are proven to be periodic
functions when the modulation index of the CPM signal is # = 1. Then the autocorrelation functions
are expanded in the form of Fourier series, and two synchronization schemes are proposed to estimate the
synchronization parameters from the coefficients of the Fourier series, including the carrier frequency offset,
the carrier phase and the timing offset. The performances of the synchronization algorithms are shown
by simulations and compared with the modified Cramer-Rao bounds (MCRB) and other synchronization
schemes. The simulation results show that the first type of the proposed scheme has better synchronization
performances than the available schemes.

INDEX TERMS Synchronization, frequency estimation, phase estimation, timing recovery, continuous

phase modulation.

I. INTRODUCTION

Continuous phase modulation (CPM) is a bandwidth efficient
digital modulation scheme used for data transmission over
band-limited channels [1]. Since the statistical parameters
of the CPM signals do not contain the transmitted symbol
information, the statistical characteristics of the CPM signals
could be used to estimate the modulation parameters and
synchronization parameters. In [2], the first-order statistics of
the CPM signals are investigated to estimate the modulation
parameters of the CPM signal, including modulation index,
the symbol period and the frequency offset. In [3], the second-
order statistics of the CPM signals are investigated to describe
the power spectral density function. In [4], the first-order and
second-order statistics are both used to solve the synchro-
nization problem of the CPM signal. The synchronization
procedure includes carrier frequency and phase estimation,
timing recovery, which are necessary in the CPM receiver and
there are many research works on the issues [5].

The synchronization schemes can be divided into
data-aided and non-data-aided schemes. In [6] and [7],
the data-aided schemes are investigated and the recovery
performance is close to the modified Cramer-Rao bound
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(MCRB) [8], but the training sequence must be inserted
into the transmitted sequence so that the spectral effi-
ciency decreases. Therefore, more research works focus on
the non-data-aided schemes where the schemes could be
divided into decision-feedback and feedforward structures.
The decision-feedback scheme utilizes the symbol decision
results to help the synchronization procedure [9]. The feed-
forward scheme is the open loop and the synchronization
procedure is implemented independently with demodulation
process [10]. Therefore, the feedforward scheme is simpler
than that of the feedback scheme, and easy to implement.

Among the feedforward schemes in the available litera-
tures, the common viewpoint that all the algorithms use the
characteristics of the CPM signals with 27 = 1. In [11],
the algorithm is designed for the CPM signal with 7 = 1.
In [12] and [13], the square operation is used to convert
h = 1/2 into h = 1. However, the statistical characteristics
of the CPM signal with 4 = 1 are not investigated in those
literatures. In [4], some statistics are discussed and used to
design the synchronization algorithm, but the autocorrelation
functions of the CPM signal are not considered.

In the paper, we investigate the characteristics of the auto-
correlation function of the CPM signal with 7 = 1. For
simplicity, we restrict ourselves to full-response CPM [14],
i.e., those with pulse length equal to the symbol period.
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Extensions to other pulse length are possible but, for space
limitations, are not pursued here.

The paper is organized as follows. In Section II,
we describe the autocorrelation functions of CPM with & = 1
and provide the brief proofs. In Section III, we derive the
joint estimators from the characteristics respectively. The
numerical results are provided in Section IV and conclusions
are summarized in Section V.

Il. AUTOCORRELATION FUNCTIONS OF THE CPM
The complex envelope of the CPM is

s(t) = 9O 1)
where the modulated phase is [1]
n
¢ (1) =2mh Y _axq(t —kT). )
k=0

In the phase definition, 4 is the modulation index, T is the
symbol period, and oy are independent binary data symbols,
each taking one of the values

o = =£1 3)
with equal probability 1/2. Therefore, we have
Efox} = 0. “

Here E {-} denotes expectation operation to . The function
q (t) is the phase pulse of the modulator, which is related to
the frequency pulse g (¢) by the relationship

t
61(1)=/ g(m)dr. &)

For full-response CPM signals, g (¢) is time-limited to the
interval (0, T') and satisfies g (t) = g (T — t). Therefore,

0, t <0;
qt)=131/2—q(T —-1), O0<t<T; 6)
1/2, t>T.

Usually we consider two frequency pulses: rectangular
pulse (REC) and raised-cosine (RC) pulse as follows.

1
g) = =,

with REC, )
2T
o= (1 2mt ith RC 8)
= —([1—-cos— ), wi .
§ 2T T

which are both time-limited to the interval (0, T'). In the two
cases, ¢ (t) are shown in Fig. 1.

In the paper, we define two types of the correlation func-
tions of the CPM signals as follows

Fr(, Aty =E[s@)s(t — AD)] ©)
and

F™(t, At) = E [s (1) s* (t — A1)] (10)
where “*” denotes conjugation operation.
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FIGURE 2. The curves of pjt (t) with REC and RC pulses.

Letting
Pa () =q ) £q(t — Ar) (11)
for h = 1 we obtain
o0 4 0
Fi (t, At) = HE I:e]ZTICUnPAt(f—nT)] = HCOS Zﬂpit (t—nT)

n=0 n=0

o0
=Cos 2npft (1) l_[ cos 27rpit t—m+1DT)
=0
_ + . +
=cos2mpy, () F~ (t =T, At) (12)

Considering pZt (t) =1landp,, (1) =0fort > T + At, so
cos2mpt, (1) = 1. (13)

Therefore,
FXr@, Aty =FF (¢ =T, Ar) (14)

which means F* (¢, At) are the real periodic functions with
period T. The curves of pit (t) are shown in Fig. 2. The
curves of F* (r, Ar) with different A¢ are shown in Fig. 3.
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FIGURE 3. The curves of F* (t, At) with REC pulse.
Expand F* (¢, At) in the Fourier series as follows
00
+ _ + i2mmt/T
FEu.an= Y cE@ane (15)
m=—00

where

T
cE(an = %/ FE(t, At) e 72T gy (16)
0

are the Fourier coefficients controlled by Az. For REC pulse,
the curves of |c3§ (At)| are shown in Fig.4. When |c$ (At)| is
larger, the energy of the corresponding frequency component
is larger and the anti-noise ability is better. Therefore, we usu-
ally choose larger |c,j,§ (At)| in the following synchronization
algorithm.

Ill. SYNCHRONIZATION SCHEMES
The complex envelope of the CPM signal with the frequency
offset and timing offset is

x () = PV (1 — 1) (17)

where v is the frequency offset, 6 is the carrier phase and
T is the timing offset. The three parameters are unknown,
so the synchronization algorithms are designed to estimate
the parameters. Now we provide two schemes from the two
autocorrelation functions described in the last section.
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Considering

E[x () x (t — Ap)]
— ej(4nvt—27rvAt+20)E [s(t—1)s(@ — 1 — AD)]
= T2V Bt (A g (18)

we substitute (15) into (18) and obtain

Elx()x(t — AD)]

oo
— ej(47TVI—27TVAI+29) Z C+ (At) ej2m7f(l—f)/T (19)
m .

m=—00

Considering the Fourier transform of E [x (¢) x (t — At)]

T
ST, A = / Elx @) x( — An]e > ar
0

o
— ej(—ZJTVAI—ZmJTT/T+29) Z C+ (AY)
m

m=—o00
T
X f ej2ﬂ(2V+m/T—f)tdt (20)
0

For f =2v + k/T, we obtain
ST Qv+k/T, At)y=c (Ar) T/ PI=2mvAi=2knt/T) - (o)

The formula (21) shows the relationship between the
synchronization parameters and the discrete spectral lines
ST (2v + k/T, At). Obviously, the distribution of the spectral
lines is centered on 2v with the interval /T and the amplitudes
of the spectral lines depend on |c,j' (AD) | When we locate the
spectral lines in the frequency domain, the frequency offset v
is obtained. Then the timing offset t and the carrier phase 6
could be estimated from the argument of the spectral lines.
Therefore, the synchronization parameters could be obtained
as follows

1}=%e1rgmax(|SJr (. AD)), (22)

T St Qu4k/T, Ab)

St Qv—k/T, Ar)
—— ar;
4k cf (AD)

Cirk (At)

(23)
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1 STQv4k/T, At)ST Quv—k/T, At) d*7VA
0 =—arg T a .
4 cf (At (A

(24)

Here c,:r (At) could be calculated by (16), and S™ (f, At)
could be calculated by (20). However, E [x () x (t — At)] in
(20) is difficult to obtain in the practical application, so we
calculate

NT
ST (f, At):/ x(O)x(t— A e P ar  (25)
0

where N is the number of the observed symbol. When N
is large enough, the time averages could be used instead of
statistical averages.
Considering
E[x()x*(t — AD] = " ME [s(t — 1) s* (t — T — AD)]
= VM ET (1 — T, A1) (26)

we substitute (15) into (26) and obtain

o0

E[x()x* (t— An]=e>2" " o (A 20T
m=—00
(27)
The Fourier transform of E [x ) x* (@ — At)] is
T Py
ST (f, At) = / E[x(®)x* (t — An]e > ar
0
o
— ej(vaAt—Zmnr/T) Z cn_1 (At)
m=—0oQ
T
X / 27 m/T=Pit gy (28)
0

For f = k/T, we obtain
S™(k/T, At) = ¢ (Ar) Td@A=2krt/T) — (29)

The formula (29) shows the relationship between the
synchronization parameters and the discrete spectral lines
S™ (k/T, At). Different from (21), the spectral lines are
distributed around the zero frequency with the interval I/T,
so we cannot find the frequency offset v by searching the
peak. The carrier phase is not included in (29), so we cannot
estimate the carrier phase. However, we could estimate the
frequency offset and the timing offset from the argument of
S~ (k/T, At) as follows

1 ST (0, Ar)

= ar: 30
" T 2 M T () (30)

T STW/T.AD (S— (—k/T, At)>*

€1y

4k 8 i (Ar) ¢, (A)

Similar, S~ (k/T, At) is calculated by
NT )
ST (f, Ar) = / x(O)x* @t — Ay e ar (32)
0
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Now we have presented two types of synchronization
schemes from the two definitions of autocorrelation. How-
ever, the parameters Af and k are not provided in (22)-
(24) and (30)-(31). In the noise-free environment, any At
and k that ensure c,jf (At) # 0 could be used to estimate
the synchronization parameters. However, in the practical
environment with additive white Gaussian noise (AWGN),
we should choose larger |czE (At)| to ensure larger signal-to-
noise ratio (SNR).

For the first autocorrelation (AC1) scheme in (22)-(24),
the frequency offset is estimated at k = 0. As shown
in Fig. 4, the curve of |cg (At)] achieves the maximum at
At = mT (m # 0), so we could rewrite the formula (22) as
follows

| M
V= ﬁ;argmax (|S* ¢F. mT)|) (33)

where the average frequency offset is calculated by M dif-
ferent At to improve the accuracy of the estimator. Then we
estimate the other two parameters by (23) and (24) atk = 1
and At =T.

For the second autocorrelation (AC2) scheme in (30)-(31),
the frequency offset is also estimated at k = 0. As shown
in Fig. 4, the curve of |ca (At)| achieves the maximum
at At = mT, so we could rewrite the formula (30) as
follows

M
1 1 S~ (0, mAt
V= — Z arg 7( mA?) (34)
M — 2mm At ¢y (mAr)

Similar, we could rewrite the formula (31) as follows

M

LN~ T ST/T mAD (§T (=T mAD :
"M Zax T man o=, (mAr)

m=

(35)

The two schemes above are designed for the CPM signals
with 7 = 1. For the CPM signal with arbitrary modulation
index, the phase unwrapping technique could be used to
convert the modulation index into 1, which is described in [4],
so we just consider the case of 7 = 1 in the paper. In the
first autocorrelation (AC1) scheme, we search the frequency
domain to find the frequency offset, and then calculate the
timing offset and carrier phase. In the second autocorrelation
(AC2) scheme, we calculate the frequency offset and the tim-
ing offset independently. In the next section, we will compare
the estimation performances of the two schemes by numerical
simulations.

IV. NUMERICAL SIMULATIONS
In this section, we show the simulation results for CPM
signals with rectangular (REC) and raised-cosine (RC)
frequency pulses.

For the discrete-time implementation, the sampling rate
fs = 4/T is used. The incoming waveform is first fed
to a lowpass filter to eliminate out-of-band noise, which is
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FIGURE 5. Performance comparison for REC pulse and N = 256.

produced by the Matlab filter design function ‘firl’. The
order of the filter is 20 and its bandwidth is 1/T. There
are 2000 Monte-carlo simulations in each figure. In all
the simulations, the average parameter in (33), (34) and
(35) are M = 4. The number of the observed symbol is
N = 256.
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The normalized timing, frequency and phase mean square
errors (MSEs) as a function of E;/Ny are shown in the sim-
ulations. The tight bounds of the two schemes are difficult
to obtain, so we just compare the performances with the
modified Cramer—Rao bounds (MCRBs), which are usually
used as benchmark in all the available literatures. They are
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expressed by [5]

T

—  with REG;
272N (Es/No)
T

MCRB (1) = (36)

—  _ WwithRG;
372N (Es/No)

3
72T2N3 (Ey/No)
1

MCRB () = WNEND (38)

MCRB (v) = 3 (37

The estimation performances for CPM signals with REC
frequency pulse are shown in Fig. 5. In order to evaluate
the performance of the proposed schemes, we compare the
proposed scheme with two schemes in [4], the MF scheme
is based on the mean-function of the CPM signal, and the
CF scheme is based on the correlation function of the CPM
signal, which is a little similar with the AC2 schemes but the
estimation formulas are different. The three subfigures show
the timing, frequency and phase estimation performances
respectively.

In Fig. 5a, the ACI scheme has the best performance
and its timing MSE is far from the MCRB about 1dB. The
AC2 scheme and the CF scheme have the similar perfor-
mance since they are both based on the traditional correlation
function at At = mT. In Fig. 5b, the performances of the
AC1 scheme and the MF scheme are close to the MCRB in
high SNR, but the performances of the AC2 scheme and the
CF scheme are far from the MCRB since the two schemes
calculate the frequency offset from the argument, which is
more susceptible to noise than the amplitude in the frequency
domain. Fig. 5¢ shows the phase MSE of the AC1 and MF
schemes, and the AC2 and CF schemes cannot estimate the
carrier phase, since the traditional correlation function does
not include the carrier phase information. The performance
of the ACI scheme is better than that of the MF scheme in
high SNR.

The estimation performances for CPM signals with RC
frequency pulse and # = 1 are shown in Fig. 6.
The conclusions are similar to the case with REC pulse, and
the AC1 scheme has the best performance. It is because the
algorithms are designed for all the full-response CPM signals
with & = 1 regardless of the pulse type. Therefore, the
proposed schemes could be generalized to any pulse type.

In Figs. 5-6, the simulation results indicate that both the
schemes can provide the synchronization parameters for full-
response CPM signal. However, the AC1 scheme has the best
performance among the schemes and its MSEs are close to
the MCRB in high SNR.

V. CONCLUSION

In the paper, we investigate the property of the two types of
the autocorrelation functions for full-response CPM signals
with & = 1. Based on the property, the joint frequency
and timing recovery schemes are discussed for binary full-
response CPM signals with 7z = 1. The performances of the
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schemes are compared in the numerical simulations and the
first type of the scheme shows the best performances.
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