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ABSTRACT Growing widespread outages in power systems caused by natural disasters have highlighted
the necessity of applying defensive approaches with the goal of prompt service restoration. In this context,
this paper proposes a stochastic model with the goal of optimally using proactive operational actions before
the upcoming disturbance hits. The actions considered in this study include network reconfiguration and
crew prepositioning. To take the effective actions, the model simulates probable damages caused by the
events via a set of scenarios generated by Monte Carlo simulation method. The proposed model aims at
minimizing the expected load curtailment caused by the event over the scenarios. To calculate the amount
of load curtailments, potential post-disturbance actions are also considered in the model. The model is
mathematically formulated in mixed integer linear programming (MILP) fashion which can be easily solved
via available software packages. A standard distribution system with a realistic set of data is employed to
validate the effectiveness of the proposed model.

INDEX TERMS Power distribution system, system resilience, natural disaster, optimal crew dispatching,

optimal crew prepositioning.

NOMENCLATURE leS Binary parameter equals to 1 if point i has a
SETS AND INDICES rcs manual switch. o
m,n Indices of buses. X; Binary parameter equals to 1 if point i has a
i,j  Indices for lines, depots and staging locations. remote-controlled switch.
dp Index of the depot. EP Event predictability.
st Index of staging locations. M Satisfactorily large positive number.
cr Set of crew teams. i, X Resistance/ reactance of line /.
! Index of lines. 1T, Travel time between point i and j.
t Index of time for the pre-disturbance stage. ST The time needed to change the status of the
’ . . itch int i.
t Index of time for the post-disturbance stage. switch at pqlnt o
. RST Remote switching time.
s Index of scenarios. . .
N Th | ber of TCF Traffic congestion factor.
4 ¢ total number of 7. . Pr’ Probability of scenario s.
Y Setof buses s:onnected to bus m by a line. © Weight factor for load at bus .
S Set of scenarios. AL Time step.
d; Binary parameter equals to O if line / is
PARAMETERS damaged at scenario s.
PP .. 0P, Active and reactive power demand at bus m at v,V Maximum/minimum allowed voltage.
time . S Maximum apparent power of the main grid.
cap; The capacity of line /. PDG, ﬁG Maximum/minimum active power output
of DG at bus m.
DG (DG : P .
The associate editor coordinating the review of this manuscript and O Onm Maximum/minimum reactive power output

approving it for publication was Baoping Cai.
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of DG at bus m.
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. m  Maximum active power output of
photovoltaic at bus m at time 7.

/'m  Maximum active power output of the wind
turbine at bus m at time ¢.

VARIABLES

PO

PLC | QL€
t,m t,m

Active/reactive power flow of line / at
time 7.
Active/reactive load curtailment at bus m at

time ¢ .

P?g, Qfg Output active/reactive power of DG at bus m
at time 7.

Pthf , })an Output active/reactive power of wind
turbine at bus m at time 7.

PPy, OFY Output active/reactive power of photovoltaic

' at bus m at time ¢.

timeS” Arrival time of crew cr at point j.

Dispf;. Binary variable equals to 1 if crew cr is
dispatched from i to j.

oy Binary variable equals to 1 if the switch of
line / is closed at time ¢.

Dy Binary variable equals 1 if line / is in a
serviceable state at the time 7 .

D, Binary variable equals to 1 if the status of
the switch of line / changes at time ¢.

Br.m Binary variable equals to 1 if DG at bus m
at time 7 is scheduled.

Viom Voltage magnitude of bus m at time ¢.

Ym,n,t Binary variable equals to 1 if bus 7 is the

parent of bus m.
pX Post-disturbance version of variable/
parameter X .

I. INTRODUCTION

Recently, natural calamities have significantly affected the
electricity supply continuity all over the world [1]. As an
example, hurricane sandy after hitting the eastern shore of
the United States left nearly 7.5 million customers without
electricity [2], [3]. Hence, boosting the resilience of power
systems to deal with such events has been highlighted more
than before. Due to the fact that power distribution systems
are the most vulnerable part of power systems, more attention
ought to be devoted to this sector of power systems [4].
The word “resilience” meaning the “act of rebounding”
stems from the Latin word ‘‘resilire,” which means “‘the
ability to spring back or rebound” [5]. According to [6],
resilience engineering ‘““uses the insights from research on
failures in complex systems, including organizational con-
tributors to risk, and the factors that affect human per-
formance to provide systems engineering tools to manage
risks proactively.” Furthermore, a comprehensive definition
for the infrastructure resilience is offered by the National
Infrastructure Advisory Council (NIAC) as “‘the ability to
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reduce the magnitude and/or duration of disruptive events.
The effectiveness of a resilient infrastructure or enterprise
depends upon its ability to anticipate, absorb, adapt to, and/or
rapidly recover from a potentially disruptive event” [7]. Also,
according to the UK Energy Research Center, resilience is
“the capacity of an energy system to tolerate disturbance
and to continue to deliver affordable energy services to
consumers. A resilient energy system can speedily recover
from shocks and can provide alternative means of satisfy-
ing energy service needs in the event of changed external
circumstances” [8]. According to Presidential Policy Direc-
tive 21, resilience is ‘“‘the ability to prepare for and adapt to
changing conditions and withstand and recover rapidly from
disruption” [9]. Accordingly, contemplating all the afore-
mentioned definitions, a resilient system should comprise the
following characteristics: avoidance, survival, and recovery.
In the literature, improving resilience of power distribution
systems to cope with disastrous events has been studied
from distinctive perceptions. Also, various metrics such as
availability-based metrics for evaluating resilience engineer-
ing have been studied in the literature [10], wherein using the
introduced metric, a new dynamic-Bayesian-network-based
methodology has been proposed for evaluating the resilience
value of engineering systems.

In some studies, hardening of distribution system
components has been proposed to deal with natural haz-
ards [11]-[13]. The study reported in [13], has proposed
a two-stage stochastic MILP model to design a resilient
distribution system. The first stage involves deploying
resilience-oriented design of resources (e.g., automatic
switches and back-up distributed generations (DGs)) and
hardening distribution lines. In the second stage, system
operation cost during the extreme weather event is evalu-
ated [14], [15]. Also, a new metric for resilience measure has
been introduced in [16] thereby a comprehensive approach
for resilient system design under internal deterioration and
external distress has been proposed. Then, by using a combi-
natorial analysis, the relationship between system resilience
and the damage is attained. Although infrastructure hardening
could boost the strength of power distribution systems in
dealing with disastrous events, they call for considerable
investments from utility companies. Some other studies have
proposed operational strategies to enhance power distribution
resilience. In some studies, it has been proposed to divide
distribution networks into self-sufficient microgrids after the
occurrence of the event [17]-[19]. Authors in [19] have
proposed a multi-microgrid formation after the occurrence
of a major fault due to a natural disaster with the aid of
available remote controlled switches (RCSs) and DGs to pick
up critical loads. The proposed method was formulated as a
MILP problem. In [20], a MILP model has been proposed
for post-fault multi-time step service restoration under cold
load pickup conditions in presence of RCSs, DGs, and energy
storage (ESs) systems. In [21], a two-stage stochastic model
has been proposed for resilience enhancement of power
distribution systems via taking advantages of mobile ESs.
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Furthermore, considering load balancing as a constraint
in the study, [22] has proposed a reinforcement learning-
oriented (i.e., wolf pack algorithm) agent-based restoration
strategy for smart grids. Besides the reviewed works, some
studies have emphasized preventive actions that should be
adopted prior to the occurrence of approaching disastrous
events [23]-[26]. Authors in [23] have accomplished robust
pre-disturbance scheduling of microgrids with the aim of
minimizing the cost of high impact low probability events
by the implementation of column-and-constraint generation
(C&CQG) algorithm. The study in [27] has presented a new
algorithm to find the number and location of depots at the
pre-disturbance stage to manage the available resources right
after stricken of the event. The authors in [28] have offered a
two-stage stochastic model to minimize restoration costs via
allocating available distributed energy resources proactively
in advance of a hurricane. Also, pre-positioning and real-time
allocation of mobile emergency generators have been studied
in [29] and [30]. Authors in [31] and [32] have presented
proactive scheduling for distribution networks by identifying
vulnerable lines and tripping them out intentionally prior to
the occurrence of approaching extreme weather events. The
repair procedure of damaged components after the occur-
rence of a catastrophic event has been studied in [33], [34].
Since repair actions are usually time expensive, advantages
of available sources, RCSs, and manual switches (MSs) were
taken before starting the repair process.

In order to move toward more resilient systems, this paper
proposes a model to optimally employ available resources
in dealing with predictable natural disasters. In this regard,
the model reconfigures the network to obtain a more resilient
configuration considering the likely consequences of the
upcoming disturbance. In addition, to expedite the expected
post-disturbance actions, available maneuver crew teams
are prepositioned in proper locations. Needless to men-
tion, taking the proper decisions associated with network
reconfiguration and crew prepositioning calls for simulating
likely consequences of the approaching event. To do so,
the Monte Carlo simulation method is employed for gener-
ating likely damage scenarios using the failure probability of
power distribution lines extracted from fragility curves [35].
The proposed model is to minimize the expected load cur-
tailment caused by the event over the scenarios. To calculate
the amount of load curtailments, potential post-disturbance
actions are also considered in the model. Needless to men-
tion, contemplating all the scenarios, the model makes a
unique decision for all pre-disturbance actions. The model
is mathematically formulated in mixed integer linear pro-
gramming (MILP) fashion which can be easily solved via
available software packages. The proposed model is applied
to a test bed, and the simulation results reveal its significant
performance.

The rest of the paper is organized as follows. Section II
presents the problem description and methodology.
Section III describes the mathematical formulation of the
proposed model. The case study and simulation results
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are presented in Section IV. Section V concludes the
study.

Il. PROBLEM DESCRIPTION AND METHODOLOGY

In many occasions, disturbances cannot be predicted in
advance. An earthquake is an example of such disturbances.
Needless to mention, it is inevitable to focus on the optimal
scheduling of post-disturbance actions in dealing with such
disturbances. There are however some disturbances such as
severe weather conditions, floods, and thunderstorms which
can be predicted in advance. In these occasions, it makes
sense to focus on both pre-disturbance and post-disturbance
actions to mitigate the consequences of the event. To do
so, this paper proposes a model to optimize the schedule
of pre-disturbance actions. There are a variety of actions
a system operator can take before an event. The proposed
model however mainly focuses on network reconfiguration
and crew prepositioning. Synonymously, the model aims at
extracting the best possible configuration of the network
prior to the approaching disturbance and prepositioning crew
teams for speeding up likely post-disturbance operations.
It is clear that likely damages of the upcoming event have
a stochastic nature. So, the model is a stochastic one wherein
uncertainty associated with potential damages is captured
via a set of likely scenarios. Here, a scenario represents
the operating status of network lines during and after the
event. In order to sample damage scenarios, fragility curves
of power distribution lines are used in this paper. The fragility
curves together with the severity of the approaching event
are employed to determine the failure probability of lines
under disturbance excitation. Interested readers are referred
to [24], [31], [32], [36] where estimating failure probability of
system components based on the intensity of natural disasters
and their fragility curves have been extensively discussed.
Also, using dynamic Bayesian networks in the study, [37] has
proposed a new hybrid physics-model-based and data-driven
methodology for remaining useful life estimation of structure
systems, wherein the value of remaining useful life can be
updated using the expert knowledge or sensor data as input
values to the estimation model. Failure probabilities of the
lines are fed to the Monte Carlo simulation method as input
data to generate likely scenarios. It is worthwhile to note
that the accuracy of the results increases as the number of
generated scenarios grows. However, computational com-
plexity is a barrier which forces scenario-based stochastic
models to establish a tradeoff between accuracy and com-
plexity. To alleviate concerns on computational complexity,
a scenario reduction approach is implemented in this paper.
To ensure that the reduced number of scenarios does not
jeopardize the accuracy of the final results, solution stability
test is applied here.

Considering the mentioned assumptions and methods,
the model is formulated in the next section to minimize the
expected load curtailment induced by the disturbance over
all generated scenarios. To adhere network operational con-
straints, power flow equations are considered in the model.
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To keep the model simple enough to be solved in available
software packages, it is developed in MILP fashion.

The model is fed by network technical data, geographical
information of the system components like manual switches,
crew teams, and fault locations, and the time the disturbance
hits and line damages occur in different scenarios as input
data. It then provides an optimal schedule of actions before
the disturbance hits the system. It is expected that using the
proposed model, not only less load curtailment is caused by
a disastrous event but also due to the prepositioned crews,
curtailed loads can be restored promptly.

lll. MATHEMATICAL FORMULATION

As mentioned before, system operator optimizes system
resources once disturbance consequences are forecasted and
the set of likely scenarios for post-disturbance system status
are generated. This can be done via solving an optimiza-
tion problem with the aim to minimize the expected post-
disturbance load curtailment over all scenarios considering
their priorities as follows.

Miny Y 3" Pr‘Y.wm.Pff,’m.At/ 1)
N [’ m

According to the above relation, different priorities can be
considered for loads hosted by different buses. It is worth-
while to note that though different objectives like system
operation cost and crew fuel cost can be considered too,
it does not make a big deal to slightly increase network losses
to enhance system resilience in dealing with low probability
events. This objective is subject to some technical constraints
which are described here. Active and reactive power balance
equations at each bus in each time period are as follows.

PV wr DG
PDm_Pl,m_Pt,m_Pt,m_ Z P:,[

t,

l,to=m
+ Y P,=0. vim>1 )
1.from=m
D PV wr DG
Qt,m - Qt,m - Qt,m - Qt,m - Z Q};,]
1,to=m
+ > 0,=0, vim>1 3)
l,from=m

The following expressions adhere to the power flow

equations.
r1.Pf —i—xl.Qf
Vi = Vim % > (0 —1)M, V1,1 (4)
t,
rl.Pf —i—xl.Qf
Vin = Vim+ # <(l—a)M, V.1 (5)
t,

The expressions addressed in (4) and (5) are based on the
linear AC power flow model proposed in [38], i.e., Dist-
Flow model. It is worthwhile to mention that the model has
been successfully applied in several articles [38]-[40]. In the
model, the constraints can be relaxed via the big-M method
if the associated line is in open state [32].
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In the following, (6) is to guarantee that capacity limit of
lines is considered. (7) implies that the voltage magnitude at
all buses is within the allowed range. Similarly, (8) guarantees
that capacity limit of the substation is considered.

—o jcap; < P?l <oy cap;, Vt,l (6)
V<Vim<V, Vi,m )
2 2
SR+ DD 2| =5t v ®
1.from=1 1.from=1

To preserve linearity of the model, (8) is linearized using
the special-ordered-sets-of- type 2 (SOS2) method presented
in [41]. The set of constraints in (9)—(12) model the limits
on the output power of DGs, PVs, and WTs, respectively.
Note that the PVs and WTs are assumed to be P-Q sources
with a constant power factor. Needless to mention, the limit
of PVs and WTs is a time-varying parameter depending
on environmental parameters such as wind speed and solar
irradiation.

BimPEC < PP < B, ,u.PRG ¥t,m )
Brm-OBC < 0P% < B, 0BG, Vi, m (10)
0<Py <PV, Vim (11)
0<Pl <PV Vi.m (12)

The set of constraints in (13)—(15) are considered to ensure
the radial configuration of the network. These constraints are
borrowed from the spanning tree method explained in [42].

Ymnt + Vame = 1, VYl € (m,n), ne€ Yt =EP (13)
> Vwna 1. V€ Y, t = EP (14)

neYm

Yint = 0, Vn€ Yo, t =EP (15)

The following constraint is to limit the number of times
that the status of a switch is changed.

Yoo <1, VI (16)
1

In the above expression, ®,; takes 1 if the status of the
associated switch is changed at time ¢. The changes in the
status are detected via the following expressions.

—Q, ) <o —o—1 <Dy, V1 (17)
Dy <o to—1<2-;, Vil (18)

The arrival time of crews to the location of point j is
calculated in (19) and (20) as follows.

times” = time{” +TT+ST;— (1 = Disp}) M, Vi, er
(19)

timeS" +TT; j+ ST+ (1 - Dispg;) M, Vijcr
(20)

o Cr
tlmej

IA

In the above expressions, the arrival time to point j is equal
to the arrival time to point i, the time needed for traveling
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between the two points, and the time needed for changing the
status of the switch at point i. The big-M method is used to
exclude the constraints associated with the paths which are
not traveled by the crew teams [33].

The following constraints are considered to model the
logical actions taken by crew teams.

2.2 Disp]
cr i
ZDispfiz’i =1, Ver (22)

ZZDlSpl w =1, Ver (23)

Yooy Viex)® 1)
t

Z Disply; =0, Ycr., st (24)

tlmest < EP, Vecr,st (25)

ZDispfj — ZDisplC; =0, Yer,lex! (26)
i J

Vi e xMS (27)

2D Dispfy < 1,
cr
Zt.d)l,l > Z(n’me;"
t

cr

+ ST ZDispg’,) , ViexM (28)
i

Doy <> <n'me;" + ST, ZDisp;?fl>
t cr i

+1—€, Ve foS (29)

0< time{" <M ZDispf;, Yer,j o (30)

ZDZS J”l > 0,
Z ZD’SPi,l =0
cr i

In the above, (21) guarantees that a crew team is dispatched
to a switch location only if changing status of the switch is
required. (22) implies that each crew is initially dispatched
from the depot. The set of constraints (23)—(25) ensure that
all crew teams are finally at one of the staging locations
before the approaching disturbance hits. (26) indicates that
a crew leaves a switch location only after changing the status
of the switch. (27) implies that only one crew can be dis-
patched to the location of each switch. (28), (29), and (30)
are used for determining the time when the status of a switch
changes. (31) guarantees that a crew team can leave point
i only if they have been previously dispatched to the loca-
tion. (32) indicates that crew teams must not be dispatched
to the location of RCSs since their status can be changed
remotely.

The actions taken by the system operator before the event
are directly related to the event predictability (EP). In other
words, the operator may take several actions if there is enough

Ver, j/ dp} 3D

Z Dispi
i

Ver, 1l € xf¢S (32)
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time and may take just some high priority actions if the time
to event is tight. This time limit for RCSs is mathematically
formulated as follows.

Zt.cbm > RST, VI exfSS (33)
t

> 1., < EP, VWl exf® (34)

The above-mentioned expressions are related to actions
taken in the pre-disturbance situation. Here, formulations
related to actions after the disturbance are expressed in
detail. To avoid unnecessary repetition, equations (7) — (21),
(26) — (32) are lumped in (35) where ¢ is substituted by t,
and the equations are written for all scenarios (s).

(7 — (21), (26) — (32), Vs, t, (35)
LC PV
thD/, _Pstm_pPs, _pPstm
DG
_pPs,t/,m_ Z pPZt N
lto m
+ > p H L, =0 Vs,t,m (36)
l.from=m
D LC PV wT
th’, _Qstm_sttm Qstm
DG
_stt ,m Z p 5,01
1,to=m
+ > pd =0, Vs,iim (37
l.from=m o
LC D !
0< Ps,/,mS th,’m, Vs, t,m>1 (38)
D
rQ; ,
or¢ = pES LM Vst ,m> 1 (39)
st ,m s,t 'mpPD/

05 =pa g df, Vst (40)

rl.pPi’t,J +X1.pQ);[/’Z

pvs,t’,n _pvs,t’,m + Vi
> (19;‘,1— l)M, vs.f. 1 (41)
rl.pr J +xl.pr 7
Vi =PViypt —— e
p s,t,n p s,t,m Vi
< (1 — 9 l) M. Vs.i.l (42)

—z?ts,’lcapl < pPi’t,,l < ﬁ;ﬁﬁlcap,, Vs, t,1 (43)

In the above, (36) and (37) assure the active and reactive
power balance at each bus, respectively. It is worthwhile to
note that difference between the power balance equations
before and after the event goes back to the fact that load
curtailment might be inevitable after the event. (38) ensures
that load curtailment in each bus does not exceed the total
load connected to that bus. (39) is to ensure that the power
factor of the load remains the same after the load curtailment.
(40) indicates the status of network lines after the event hits
the system. (41) and (42) represent linear AC power flow
expressions. (43) ensures that the power flowing through lines
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is within acceptable limits. The timing of actions taken by
crew teams after the event hits the system is calculated as
follows.

ptimegfj > ptime’; + TCF; j x T, ; + ST;

— (1 — pDispg’rl-’j) M, Vij.cr (44
ptime(’; < ptime{; + TCF; j x T, ; + ST;

_ (1 _ pDispirl-’j) M, Vij.cr (45

Equations presented in (44) and (45) represent the time
needed for crew teams to take the j” action. (46) guaran-
tees that once the event is finished, crews start their travel
from the staging locations where they moved to before the
occurrence of the hazard. In addition, (47) is considered for
coupling the status of switches in pre- and post-disturbance
stages. (48) indicates that once a crew team moves to the loca-
tion of a switch, the status of the switch should be changed.
Finally, (49) guarantees that in each scenario, all of the crew
teams should be moved to the depot location after performing
the scheduled actions.

ZDispErst — Z pDispir stj = 0, Vecr,st (46)
i J

pa =, Vlst=N,i{ =0 (47)

Z ZpDispgfi,l = Z pd, s Vs, lexMS (48)
cr i t

Z ZpDispi’i’dp =1,

dp i

Yer, s (49)

The set of constraints in (50) — (52) guarantee the radial
configuration of the network in the post-disturbance stage.

PYsmmi PV gpmy =0y o V8,1, 1€(m,n), nePy (50)
> PVomny <1 Vsim it n€ 1)

neyy

PYsind = 0, Vs, 1,n€ Yo (52)

The scheduling problem established in the above is in
MILP format that can be solved using commercial software
packages. The optimal decisions from this optimization prob-
lem comprise the pre-disturbance configuration of the sys-
tem, switching sequence of the switches, the output power
of available sources, and prepositioned locations of the crew
teams. It should be noted that the developed MILP model is
solved by the CPLEX solver in GAMS environment. It is
worthwhile to mention that the solver uses a Branch and
Bound algorithm (with cuts) and supports specially ordered
set variables SOS1, SOS2 as well as semi-continuous and
semi-integer variables [43]. The algorithm is an enumerative
method which solves MILP problems by relaxing the con-
straints and using the state-space search. Interested readers
are referred to [44] wherein the method is investigated in
more details.
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IV. NUMERICAL RESULTS

The proposed model is implemented on a 47-bus power
distribution system with a realistic set of data as shown
in Fig. 1. Parameters of the network are taken from [45].
Fig. 2 illustrates the load profile of the test system. Five
dispatchable DGs are considered in the system. The data
related to these units are given in Table 1. In addition, a PV
unit is hosted by Bus 20. Moreover, three WT units are
assumed to be installed at Buses 26, 33, and 37. The output
powers of the PVs and WTs during a typical day are shown
in Figs. 3 and 4, respectively [45]. As can be seen in Fig. 1,
two RCSs are installed on Lines 26 and 43. It is assumed that
the event happens at 1 PM. It should be noted that the time
step (i.e., At/) is considered to be 5 minutes in the studies.
According to the historical data, mainly the occurrence of nat-
ural calamities deteriorates traffic congestion problems [46].
These problems mainly occur as a consequence of the severity
of the event, which can lead to unexpected broken roads
obstructed by external objects like broken trees and damaged
cars. In addition, during the extreme events, some people

Transmission
substation

Normally close switch (SW) g
Distribution L Y J—E

substation @®rcs

FIGURE 1. Test system under study.

1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (h)

FIGURE 2. Load profile of customers [45].

TABLE 1. Distributed generation units locations and ratings.

T DG Y DG

DGs BUS PIEG Pl QRG ~m
(MW) (MW) (MVar) (MVar)
DG1 9 5 0.2 4 -4
DG2 19 0.5 0.08 0.4 -0.4
DG3 24 0.5 0.08 0.4 -0.4
DG4 33 0.5 0.08 0.4 -0.4
DG5 43 5 0.2 4 -4
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Output power (MW)

0 T T T T T T T T T T T T T T T T T T T T T
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (h)

FIGURE 3. Active power of photovoltaic [45].

12
l -

Output power (MW)

1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (h)

FIGURE 4. Active power of wind turbines [45].

incline to evacuate the cities, which can give rise to extensive
traffic congestion for a long period of time like three days
in some cases [46]. Therefore, in order to consider the traffic
issues after the occurrence of the event and likely congestions,
traffic congestion factor (TCF) is defined as an emergency
condition traveling time over the normal condition traveling
time. In this study, it is assumed that the value of TCF is
set equal to two. It is also assumed that two crew teams
are available in the system where a depot and two staging
locations are considered as can be observed in Fig. 1.

To capture uncertainties associated with line damages
caused by the event, 1000 random scenarios are firstly gen-
erated via the Monte Carlo simulation algorithm. Then,
the SCENRED toolbox of the general algebraic modeling
system (GAMS) is used to reduce the number of scenarios
to 20 [47]. Table 2 provides reduced scenarios and their
associated probabilities. Moreover, the data required for cal-
culating the traveling time of crew teams between different

TABLE 2. Sample of the 20 reduced scenarios and their probabilities.

Scenario Damaged lines Probability

Lines 3-4, 18-19, 25-27, 30-31,35-36, 38-

Sc.1 30, 43.44 0.043
Lines 3-4, 10-11, 18-19, 25-27, 30-31,35-

Se2 36, 38-39, 43-44 0.094

Ses Lines 3-4, 10-11, 18-19, 25-27, 30-31,35- 0.024

36

Lines 3-4, 10-11, 13-14, 18-19, 25-27, 30-

Se.17 31, 35-36, 38-39, 43-44 0.1
Lines 3-4, 5-6, 8-9, 10-11, 13-14, 18-19,

Sc.18 1-22, 22-23, 25-27, 30-31,35-36, 43-44 0.06
Lines 3-4, 10-11, 18-19, 1-22, 25-27, 30-

Se20 31,35-36, 43-44 0.041
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TABLE 3. Traveling time between different points (lines, depot and
staging locations) extracted from google maps (minutes).

From: to Time From: to Time From: to Time
8-9:18-19 20 8-9:30-31 15 8-9:38-39 10
8-9:9-17 10 8-9:21-30 15 8-9:31-48 25
8-9: S1 10 8-9:S2 15 Depot:8-9 10
18-19:30-31 10 18-19:38-39 15 18-19:9-17 10
18-19:21-30 10 18-19:31-48 25 18-19: S1 5
18-19: S2 10 Depot:18-19 15 30-31:38-39 20
30-31:9-17 10 30-31:21-30 5 30-31:31-48 20
30-31: S1 15 30-31: S2 10 Depot:30-31 25
38-39:9-17 15 38-39:21-30 20 38-39:31-48 20
38-39: S1 15 38-39: S2 10 Depot:38-39 15
9-17:21-30 10 9-17:31-48 20 9-17: S1 5
9-17: S2 10 Depot: 9-17 10 21-30: 31-48 10
21-30: S1 10 21-30: S2 15 Depot:21-30 20
31-48: S1 20 31-48: S2 15 Depot:31-48 30
S1:S2 10 Depot: S1 15 Depot; S2 20

points are given in Table 3, which are taken from Google
Maps [48]. It is worthwhile to mention that the time required
for changing the status of a switch is assumed to be 5 minutes.
The simulations are executed on a PC with Intel Core i5 CPU
@3.40 GHz and 8 GB RAM. The proposed model is solved in
the GAMS environment with zero optimality gap. It should be
noted that all of the simulations take less than the 3 minutes,
which indicates the efficiency of the calculation.

TABLE 4. Actions taken by crew teams before the event.

Crews Route and switching actions Time (minutes)
Crewl Depot - SW4 - SW1 — S2 15-30-40
Crew2 Depot - SW2 — S1 25-35

- RCSI1 40

Depot

Damaged line =———
Closed switch ====

opened switch = ===

FIGURE 5. Pre-disturbance scheduling of two available crew teams.

To examine the performance of the proposed model,
it is assumed that the approaching event is predicted
45 minutes before it hits the system. With this assump-
tion, pre-disturbance scheduling of the crew teams after run-
ning the proposed model is given in Table 4. In addition,
the schematic illustration of crew dispatching to the switch
locations is shown in Fig. 5. As can be seen, as the first action,
Crew 1 travels from depot location to the location of SW4
and then opens the switch with the total time of 15 minutes
(i-e., 10 minutes for travel time and 5 minutes for changing
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the status of the switch). After accomplishing this action,
the crew moves to the location of SW1 in order to close
the switch, which takes 30 minutes. Simultaneously, the
second crew moves from depot to the location of SW2 to
close it. This action takes 25 minutes. Crews 1 and 2 are
then dispatched to the staging locations 2 and 1 prior to the
approaching disaster, respectively. Finally, the switch of line
25-27 is opened remotely after 40 minutes. Needless to men-
tion, these actions are taken considering the tough time limits
(i.e., 45 minutes period).

A. CASE I

In this case, it is assumed that Scenario 5 happens after the
occurrence of the event. This scenario is discussed since it
is the best among all simulated scenarios. The line dam-
ages caused by the disturbance in this scenario are depicted
in Fig. 6. Considering the damages, there are no required
switching actions in the post-disturbance stage in this sce-
nario. However, if the proactive actions are not employed,
the actions itemized in Table 5 are required to be applied
after the disturbance to restore the system. The actions are
graphically depicted in Fig. 6 too. As can be seen, after the
occurrence of the disturbance, in order to restore the curtailed
loads, Crew 1 moves to the location of SW2 and closes it,
which takes 45 minutes. Then, the crew moves toward the
depot.

TABLE 5. Actions taken by crew teams after the event if no proactive
action is performed: Case I.

Crews Route and switching actions Time (minutes)

Depot —» SW2 —Depot 45-85

Crewl

Depot

Damaged line ———

Closed switch = ===

E———

FIGURE 6. Post-disturbance scheduling of crew teams without proactive
actions in case I.

Fig. 7 compares the amount of load curtailments during
Scenario 1 for the two simulated situations with and without
taking pre-disturbance actions. As can be seen, after the
occurrence of the disturbance, supplied load level of the
system falls down to 85% when the pre-disturbance actions
are not applied. The level rises to 96.78% after 45 minutes.
However, the total supplied load level falls down to 96.78%
if the scheduled actions are applied before the disturbance
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T T T T T T
e Without proactive actions
= = With proactive actions

Supplied load (%)
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5 10 15 2 25 30 35 40 45 50 55 60

Time (min)

FIGURE 7. The restoration process of the system load in case I.

hits the system. In addition, the curtailed energy without
taking the pre-disturbance scheduling is 3.105 MWh within
the first hour after the disturbance. This index, in the pres-
ence of pre-disturbance scheduling, is equal to 1.08 MWh.
This demonstrates the great potential of the proposed model
in scheduling pre-disturbance actions. Hence, considering the
acquired results, the proposed proactive scheduling approach
has noticeably enhanced the resilience level of the system.

B. CASE Il

In this case, it is assumed that Scenario 18 takes place. This
scenario is discussed since it is the worst among all simulated
scenarios. The line damages caused by the disturbance in this
scenario are depicted in Fig. 8. Considering the damaged lines
and pre-disturbance actions describe earlier, the actions given
in Table 6 are required to be conducted after the disturbance.
As can be observed in Fig. 8, applying the scheduled proac-
tive actions, the crew teams require only one switching action
to take. In this regard, Crew 1 moves from S2 to the location of
SW3 and closes it within 35 minutes. Then, both of the crews
move to the depot location. However, the crew teams have

Depot

Damaged line ——

Closed switch === .

45 36

FIGURE 8. Post-disturbance scheduling of crew teams with proactive
actions in case Il

TABLE 6. Actions taken by crew teams after the event if the proactive
actions are performed: Case II.

Crews Route and switching actions Time (minutes)
Crewl S2 —» SW3 - Depot 35-95
Crew2 S1- Depot 30
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TABLE 7. Actions taken by crew teams after the event if no proactive
action is performed: Case Il

Crews Route and switching actions Time (minutes)
Crewl Depot » SW2— SW3 — Depot 45-70-130
Crew2 Depot— SW1— Depot 35-65

Depot

Damaged line ———

=
>

Closed switch ===

E S

C. CASE Il

In this case, Scenario 17 is considered for implementing
sensitivity analyses on some key affecting parameters. This
scenario is selected since it is the most likely scenario
among all simulated scenarios. Table 8 presents the required
post-disturbance actions if the scheduled pre-disturbance
actions are performed. As can be seen, in this scenario,
Crew 1 is dispatched to close SW3 first. It moves to the
depot location thereafter. Since there is no additional action
to do, Crew 2 directly moves to the depot location. Note that,
in this case, after the event hits, 87.8% of the total load is
supplied. The amount of supplied load rises to 96.8% after
closing SW3.

TABLE 8. Actions taken by crew teams after the event if the proactive
actions are performed: Case III.

FIGURE 9. Post-disturbance scheduling of crew teams without proactive
actions in case Il

e \Vithout proactive actions
e=e= With proactive actions

90
80

70 4

Supplied load (%)

60 4

50 4

40

——— T
230 -25-20-15-10 -5 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
Time (min)

FIGURE 10. The restoration process of the system load in case II.

to take actions presented in Table 7 if no proactive action is
considered. The actions are pictorially depicted in Fig. 9 as
well. As can be seen, Crew 1 is dispatched from depot to
the location of SW2, which takes 45 minutes. The crew is
then dispatched to close SW3. This action takes 70 minutes.
Meanwhile, the second crew is dispatched to the location of
SWI1 to close it, which takes 35 minutes. The profiles of
load curtailments during Scenario 2 with and without taking
pre-disturbance actions are compared in Fig. 10. As can
be observed, in the presence of the pre-disturbance actions,
the system experiences less interruptions compared to the
situation where no proactive action is carried out. In addition,
the total energy curtailment within two hours after the occur-
rence of the disturbance is equal to 16.217 if no proactive
action is applied. This index is declined to 11.18 MWh if
the scheduled proactive actions are performed. Therefore,
implementing the proposed optimization scheme, the system
operators not only have alleviated the initial load curtailment
of the system but also recovered the system more quickly.
Accordingly, the model mitigates the repercussions of the
upcoming natural calamity effectively.
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Crews Route Time (minutes)
Crewl S2 - SW3 — Depot 35-95
Crew2 S1 —Depot 30

In order to investigate the impact of key parameters on the
performance of the proposed model, three sensitivity analyses
are conducted here. Note that these analyses are conducted
on Case III. At first, a sensitivity analysis is conducted to
investigate the impact of the EP on the amount of curtailed
load after the occurrence of the event. To do so, different
values for EP are considered and actions taken by the crew
teams before and after the disturbance are given in Table 9.
In addition, the amount of supplied load after the disturbance
hits is shown in Fig 11. As can be seen, predictability of
the approaching event has a drastic impact on the amount
of curtailed load in the system. It stands to reason that the
system operator is able to better schedule the resources and
take more actions as there is more time before the disturbance
hits the system. As another observation, the amount of load
at a particular moment after the event is not necessarily less
for smaller EP values. This is mainly due to the different
weight factors at different load points as well as the fact
that the objective aims at minimizing the weighted energy
interruption during the whole time. In summary, the amount
of weighted energy interruption caused by the event decreases
as the system operator has more time before the disturbance
hits the system.

The impact of the number of available crew teams on the
service restoration of the system is scrutinized here. The value
of EP is set to 50 minutes in the analysis. The analysis is
performed and the achieved results are provided in Table 10.
It is worthwhile to note that the amount of curtailed energy
provided in the table is calculated for the period until 2 hours
after the disturbance. As can be seen, without exerting the
proactive actions, altering the number of crew teams does not
affect the amount of load survived after the occurrence of
the disturbance. However, increasing the number of crew
teams significantly declines the amount of curtailed energy
in the system. On the other hand, implementing the proposed
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TABLE 9. Crew actions before and after the event for different EP values.

. Time
EP (min) Stage Crews Route (min)
Crewl - -
Pre- Crew2 - -
0 Crewl ~ DePOL=SW25SW3 5 96,130
Post- — Depot
Crew2  Depot - SW1 — Depot 35-65
Pre- Crewl Depot = S1 15
Crew2 Depot = S1 15
15 Crewl S1 - SW1 - Depot 15-45
oSt Crewa  SIZSW22SW3= o h550110
Depot
Pre- Crewl Depot = S1 15
Crew?2 Depot = S2 20
20 S1 - SWI1 - SW2 -
Post- Crewl Depot 15-40-80
Crew2 S2 —» SW3 — Depot 35-95
Pre- Crewl Depot - SW1 - S1 20-25
30 Crew2 Depot - SW4 - S2 15-30
Post- Crewl S1 - SW2 — Depot 25-65
Crew2 S2 - SW3 — Depot 35-95
Pre- Crewl Depot - SW2 - S1 25-35
35 Crew?2 Depot - SW7 - S2 20-30
Post- Crewl S1 - SWI1 - Depot 15-45
Crew?2 S2 —» SW3 — Depot 35-95
Crewl ~ DePOt=SWA=SWL 55049
Pre- - S2
40 Crew2 Depot - SW2 - S1 25-35
Post- Crewl S2 - SW3 — Depot 35-95
Crew2 S1 —Depot 30
Pre- Crewl Depot - SW2 - S1 25-35
50 Crew?2 Depot - SW3 - S2 35-50
Post Crewl S1 - SWI1 - Depot 15-45
Crew2 S2 — Depot 40
Crewl Depot - SW4 — SW1 15-30-45-
Pre- - SW2 - Sl 55
55 Crew2 Depot - SW3 - S1 35-55
Crewl S1 — Depot 30
Post-
Crew2 S1 = Depot 30
. 70
T . 75
| i / . 80
‘ I 85
—_ L /390
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FIGURE 11. The restoration process of the system load after the event

versus EP.

model to schedule proactive actions, by increasing the num-
ber of crew teams, the system operator not only acquires a
more robust configuration which leads to more supplied load
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TABLE 10. Impact of the number of crew teams on the initial load
curtailment and restoration process of the system.

Strategy Number  Load served after Energy curtailment
of crews the event (%) (MWh)

Without 1 72.34 7.757
proactive 2 72.34 6.759
actions 3 72.34 6.595
With 1 79.84 3.631
proactive 2 87.89 2.282
actions 3 96.78 1.721

level after the disturbance, but also, he/she can recover the
system from the devastated state quickly, which gives rise to
less energy curtailment and customer interruption.

T
«=@== \\V.O proactive actions: 1 Cr.
«+@-+ W.O proactive actions: 2 Cr.
=g \W.O proactive actions: 3 Cr.
=« . proactive actions: 1 Cr.
=l = W. proactive actions: 2 Cr.
=== W. proactive actions: 3 Cr.

Curtailed energy (MWh)

FIGURE 12. Curtailed energy of the system regarding the value of TCF and
number of crew teams.
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FIGURF 13. The value of the objective function versus the number of
scenarios.

Also, another sensitivity analysis is conducted on the value
of TCF in order to investigate the effect of traffic congestion
on the restoration process after the disturbance hits. To do
so, the amount of curtailed energy within 5 hours after the
occurrence of the disturbance is calculated by increasing
the value of TCF in both strategies (i.e., with and without
proactive actions), while considering the different numbers
of crew teams. As can be observed in Fig. 12, the value
of TCF significantly affects the amount of curtailed energy.
Especially, without implementing the proactive actions, since
all the actions take place after the disturbance, increasing
the TCF value has a drastic impact on the curtailed energy.
Accordingly, in case a natural calamity induces a prevalent
impact on the transportation system (e.g., floods), the impor-
tance and motivation of implementing the proposed model to
schedule appropriate proactive actions are even more. Finally,
to analyze whether the set of reduced scenarios is capable of
covering the associated uncertainties, solution stability test is
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applied to the problem. As can be seen in Fig. 13, regarding
20 scenarios, the solution is stable.

V. CONCLUSION

In this paper, a stochastic model was developed to enhance
power distribution system resilience against predictable nat-
ural hazards. In the model, system resources are optimally
scheduled in pre- and post-disturbance stages. In this model,
the system is optimally reconfigured via taking advantage
of available resources (e.g., DGs, WTs, and PVs), RCSs,
and dispatching the crew teams to MS locations. The opti-
mal placement of available crew teams in advance of the
approaching disturbance is also considered in the model.
To do so, the likely restoration processes of the system in
the post-disturbance is simulated and a unique decision has
been made. In order to capture the uncertain behavior of dis-
turbances, several scenarios were sampled via Monte Carlo
simulation technique for damage state of distribution lines.
The scenarios are then reduced via SCENRED toolbox in
GAMS to achieve a problem with affordable computational
complexity. The performance of the proposed model was
demonstrated by conducting different analyses on a typical
distribution system. The achieved results indicate that pre-
dictability of the event and number of available crew teams
have significant impacts on service restoration after the dis-
astrous event hits the system.
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