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ABSTRACT Artwork recognition is an important research direction in the field of image processing.
However, most of the current proposed methods are not designed for the demand of real-time analysis
with mobile devices. Moreover, existing methods usually rely on high quality images and require large
amounts of computing consumption. Based on the deep learning technology, in this paper, we propose a
Smart Art System (SAS) with mobile devices. Our SAS mainly consists of two parts, i.e., painting detection
unit and recognition unit. The detection module adopts a new painting detection algorithm called Single Shot
Detection with Painting Landmark Location (SSD-PLL). SSD-PLL can effectively eliminate the influence
of complex background factors on recognition. Considering the limited computing capacity of the mobile
devices, our recognition module adopts a new ultra-light painting classifier. The classifier adopts MobileNet
as the backbone and owns extra operation for Local Features Fusion (LFF). With our SAS, users can use
mobile phone to take a photo of any paintings, then SAS would analyze the paintings and report the relevant
information in real time. In order to validate the effectiveness of the proposed method, we have established
two large scale image databases. The databases include 7,500 Traditional Chinese paintings (TCPs) and
8,800 Oil paintings (OPs), respectively. We evaluate our method and compare with the relevant algorithms,
and our method achieves the highest performance and better real-time performance. Extensive experimental
results on these databases show the effectiveness of the proposed algorithm.

INDEX TERMS Mobile devices, deep learning, painting detection and recognition.

I. INTRODUCTION
With the improvement of people’s living standards, there is
a growing number of painting’s exhibitions and auctions.
In such conditions, people always want to perceive the infor-
mation about the paintings in real time. Our proposed Smart
Art System (SAS) (Figure 1) makes it possible to meet the
needs for users. As a convenient mobile device with camera
and powerful computing functions, mobile phone is well
suited as the platform for our system. SAS allows users to
shoot any paintings they want to recognize. After shooting,
our system would analyze the paintings automatically and
return the relevant information to users in real time. In partic-
ular, detecting and recognizing the paintings in the captured
images is the key of our system.

The associate editor coordinating the review of this manuscript and
approving it for publication was Huiyu Zhou.

In the domain of artificial intelligence, there are few
works about painting recognition. Existingworks [1], [4]–[7],
[9], [10] mainly focus on the attributes classification of the
paintings, which is not designed for the single image recog-
nition. On the other hand, some work [2] still use traditional
methods [3], [8] for painting analysis without applying deep
learning technology. More importantly, the practical appli-
cation value of above works is limited, while our system is
oriented to practical application.

Our system is based on mobile computing platform, when
selecting model, we need to give consideration to both accu-
racy and latency.

In this paper, we propose a new painting detection algo-
rithm called Single Shot Detection with Painting Landmark
Location (SSD-PLL). The real application scenarios is com-
plex and different users also have their own shooting habits.
It is difficult to recognize painting by using captured image
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FIGURE 1. Pipeline of the proposed method. Shooting the painting we want to recognize (a), then the detection model (d) detects the painting
from the captured image. Next, the regression model (e) locates the landmarks of the painting in the predict box, then rectifies the painting by
using landmarks (b). M is the transformation matrix. Finally, the processed painting is feed into the classification model (f) for recognition (c).

directly. So, we first detect the painting from the shooting
scene as to reduce the difficulty of recognition.Wewill obtain
a predict box that contains the painting. It is worth noting
that varied shooting angles may affect the detection results.
Compared to the standard painting, the painting in the predict
box may have varying degrees of deformation. Based on the
detection network, we build a regression network to locate the
landmarks of the painting in the predict box. Finally, we use
the landmarks to rectify the painting and obtain the standard
version.

In addition, we propose a new ultra-light painting clas-
sification pipeline through combining MobileNet backbone
with Local Features Fusion (MobileNet-LFF). The Mobile-
Net-LFF consists of two branches which both adopt the
MobileNet (1.0 MobileNet-224 and 0.75 MobileNet-128) as
the backbone. Two branches extract the global and local
features of the painting, respectively. Finally, these features
are fused at the fully connected layer.

The main contribution of this article are summarized as
follows:
• We propose SSD-PLL, which can effectively eliminate
the influence of interference factors on the detection
results. Traditional detection algorithms usually provide
a rigid bounding box as output, and the painting in the
predict box may have different degrees of deformation.
While our SSD-PLL directly outputs standard painting.

• We propose MobileNet-LFF. The design of this net-
work structure allows the model to learn more diverse
features. Moreover, the model is optimized to remove
redundant parameters. This operation can effectively
reduce the computational cost and let model achieve
real-time recognition.

• Extensive experimental results show the effectiveness of
the proposed algorithm. Our SAS have good overall per-
formance and can be used in engineering applications.

The rest of the paper is organized as follows. In section II
we summarize the related work in the field of detection
and classification. Then in section III we introduce the new
painting detection algorithm SSD-PLL, and we introduce the
new painting classification model MobileNet-LFF in section
IV. In section V, we present the experimental results. Finally
we conclude this paper in section VI.

II. RELATED WORKS
Object detection is an important subject in the field of com-
puter vision [11]–[17]. In general, the main task of object
detection is to locate the interested target from the image and
return the bounding box of each target [18]. The recently
proposed object detection algorithms are mainly based on
the deep learning model, which can be roughly divided into
two categories, i.e., two-stage detector and one-stage detector.
(1) Two-stage methods divides the detection problem into
two stages [19], [20]. These methods first generate candidate
regions, and thenmake regression and classification to predict
whether a candidate contains an object. The representation of
two-stage detectors are FPN [21] and R-CNN series. (2)One-
stage method removes the process of producing candidate
regions, while generating the classes and position coordinates
of objects directly [22]. One stage detectors mainly repre-
sented by SSD [23] and YOLOv3 [24].

R-CNN [11] applied the deep learning theory to object
detection for the first time, which can reach the industrial
application level. After the development of R-CNN and
Fast R-CNN, Girshick et al. proposed Faster R-CNN [25]
in 2016. Faster R-CNN integrates region proposal, bounding
box regression and classification into a network. Compared to
RCNN and Fast-RCNN [26], Faster-RCNN greatly improves
the comprehensive performance. Afterwards, He et al. pro-
posed a new algorithm named R-FCN [27]. R-FCN can
thus naturally adopt fully convolutional image classifier
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FIGURE 2. Structure of MobileNet based SSD. Our model mainly contains two parts. (a) MobileNet pre-trained from
ImageNet dataset is adopted as the backbone for the early network layers. For this part, we use the feature map after
Conv5_2, which is 8 times down sampled. (b) extra feature layers are added to the end of the truncated base network.
These added layers decrease in both size progressively and allow predictions of detections at multiple scales [37].

backbones, such as the Residual Network. SSD is proposed
by Liu et al., which completely eliminates the proposal gen-
eration and feature resampling stages. It encapsulates all
computation into a single network and uses large numbers
of anchor boxes to improve the recognition accuracy.

Deep convolutional neural networks (CNNs) have led to
a series of breakthroughs for image classification [28]–[32].
Using CNNs for classification has become a popular research
topic in the field of artificial intelligence. VGGNet [33] is
developed by Visual Geometry Group, University of Oxford.
By using small (3×3) convolution filters to increase the depth
of network, VGGNet achieved the state-of-the-art accuracy
on ILSVRC classification and localization tasks. GoogLeNet
(Google Inception Net) [34] first appeared in the competition
of ILSVRC 2014 and won the 1st place by a large mar-
gin. It replaces the final fully connected layer with a global
average pooling layer and achieves excellent classification
performance. ResNet [35] was proposed by He et al. of
the Microsoft research institute. The authors trained resid-
ual nets with a depth of up to 152 layers, which is 8 ×
deeper than VGGNet. Note it still has a lower complexity.
ResNet achieved 3.57% error on the ImageNet test set and
won the 1st place on the ILSVRC 2015 classification task.
The residual unit allows the raw input information to be
transmitted directly to the later layer to protect the integrity
of the information. MobileNet [36] is a class of efficient
models for mobile and embedded vision applications. It is
based on a streamlined architecture that uses depth-wise sepa-
rable convolutions to build lightweight deep neural networks.
MobileNet shows strong performance on ImageNet classifi-
cation task even compared with above popular models.

Our SAS is designed for mobile devices. It is necessary
to give consideration to latency and accuracy when selecting
the model. Compared with the R-CNN series, SSD not only
has a good performance on speed and accuracy, but also has
a strong generalization ability. The SSD model trained on
natural images still has good effects for detecting artworks.
Given the limited resources of mobile devices, we need a base

network with low latency and high precision. By comparing
the structure and advantage of above networks, we find that
MobileNet is the best choice for our task.

III. SSD-PLL
Our SSD-PLL mainly includes two parts, i.e., the painting
detection unit and painting rectification unit. To get a standard
painting for recognition, we first detect the painting from the
shooting scene. Then, a regression network is used to locate
the landmarks of the painting in the predict box. Finally,
these landmarks are used to rectify the painting. Next, we will
introduce the methods in more details.

A. PAINTING DETECTION
Our SAS is a very flexible framework, and each unit (detec-
tion, rectification and classification) can use different main-
stream networks as the backbone. In this paper, we use SSD
as the backbone of our detection unit.

SSD approach is based on a feed-forward convolutional
network that adopts the regression strategy and anchors
mechanism. It uses multiple anchors to extract features with
different aspect ratios, which is more suitable than the global
feature extraction method. Moreover, SSD predicts the posi-
tions and confidences of bounding boxes directly. This regres-
sion strategy can simplify the computational complexity and
improve the real-time performance. In this paper, we adopt
a novel detection framework named SSD_MobileNet
(Figure 2). On the basis of maintaining high accuracy, this
model structure can greatly reduce the redundant parameter.
Anchors Mechanism: SSD uses anchor boxes of different

aspect ratios on the same feature maps, so as to enhance
the anchor boxes’ robustness on object shape changing. With
each pixel as the center, we generate multiple anchor boxes
of different shapes. Supposing that input image’s height is h,
width is w, scale (s) = [0.25, 0.5, 0.75, 1], aspect ratio (r) =
[1, 2, 1/2, 1/3]. The shape of anchor box is defined as

S = (w · s ·
√
r,
h · s
√
r
) (1)
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FIGURE 3. Some rectification results of different situations. The detection
results, landmark localization results and rectification results are shown
in the upper row, the middle row, and the lower row respectively. We can
see that our approach can solve the problem of image distortion.

Loss Function:The SSD training objective can be extended
to handle multiple object categories. Let xpij = {1, 0} be an
indicator for matching the i-th default box to the j-th ground
truth box of category p. The overall objective loss function is a
weighted sum of the localization loss (loc) and the confidence
loss (conf).

L(x, c, l, g) =
1
N
(Lconf (x, c)+ αLloc(x, l, g)) (2)

where N is the number of matched default boxes. The local-
ization loss is a Smooth L1 loss between the predicted box (l)
and the ground truth box (g) parameters. We regress to offsets
for the center (cx, cy) of the default bounding box (d) and for
its width (w) and height (h).

Lloc(x, l, g) =
N∑

i∈Pos

∑
m∈{cx,cy,w,h}

xkijsmoothL1(l
m
i − g

∧m
j )

g∧cx,cyj = (gcx,cyj − dcx,cyi )/dw,hi

g∧w,hj = log(gw,hj /dw,hi ) (3)

The confidence loss is the softmax loss over multiple
classes confidences (c) and the weight term α is set to 1 by
cross validation.

Lconf (x, c) = −
N∑

i∈Pos

xpij log(c
∧p
i )−

∑
i∈Neg

log(c∧0i )

c∧pi =
exp(cpi )∑
p exp(c

p
i )

(4)

B. PAINTING RECTIFICATION
The actual scene is complex and varied, and different users
have their own shooting habits. Traditional detection algo-
rithms usually provide a rigid bounding box as output,
the painting in the predict box may have different degrees of
deformation, as shown in Figure 3 (a). The above situation
will improve the difficulty of recognition. At detection stage,
we prefer to get the standard painting directly. In this case,
we propose a landmark location based idea, i.e., using a
deep neural network to regress landmarks of the paintings,
as shown in Figure 3(b). Finally, these landmarks are used to
rectify the painting, as shown in Figure 3(c).

In order to locate the landmarks, we set up a regression
neural network. The convolution layers are used to extract
the features and the fully connected layers map the features
from the representation space to the sample marker space.
The output of the detection model (a predict box contains
painting) serves as the input of the regression network. And
the output of regression network is a group of landmark
coordinates (x1, y1, x2, y2, x3, y3, x4, y4). The structure of the
regression network is shown in Figure 4. When training,
we use mean-square error (MSE) as the model loss function.

The main principle of painting rectification is perspec-
tive transformation. The equations of perspective transfor-
mations have eight unknowns, so a solution needs to find
four sets of mapping points, four points that just define a
three-dimensional space. By using landmark coordinates and
boundary coordinates of predict box, we can get a transfor-
mation matrixM as follows.

M =

 a11 b12 c1
a21 b22 c2
a31 b32 c3

 (5)

FIGURE 4. Structure of the regression network. More specifically, the input images are resized to 64×64. An appropriate input size can
speed up the training convergence speed, and the training precision is better. −s1 and −s2 represent that the step size of convolution
operation are 1 and 2 respectively.
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FIGURE 5. Examples of data augmentation. Note that the width/height
ratio of the common mobile phones’ screen are 9:16, 10:16 and 12:16.

Perspective transformation projects the image onto a
new visual plane, via mapping from (x, y) to (X ,Y ,Z ),
then (X ,Y ,Z ) to

(
x
′

, y
′
)
, as shown in follows.

X = a11x + b12y+ c1
Y = a21x + b22y+ c2
Z = a31x + b32y+ c3

, x
′

=
X
Z
, y
′

=
Y
Z

(6)

By using Equation (5) and (6), we can realize the perspec-
tive transformation and obtain the standard image. So far we
have introduced the detectionmodule. In next section, wewill
focus on the recognition module.

IV. MobileNet-LFF
We simplify the image recognition into a classification task
and train the classifier by treating each painting as a separate

class. In order to give the model better performance, we use
the following tricks. (1) To make our model more robust
to various situation, we use data augmentation for datasets
processing. (2) Considering that sometimes local features can
better reflect the differences between paintings which could
contribute to the painting classification. In the classification
model, we add the operation of local fusion. (3) Finally,
in order to get better real-time performance, the model is
optimized by an entropy-based metric loss function.

A. DATA AUGMENTATION
Unlike the usual data augmentation, all of our augmentation
operations are for actual shooting scenes. Our process can
be roughly divided into 4 steps. (a) The captured images
may have different scales due to indeterminate shooting dis-
tance. To simulate this scene, we perform multi-scale pad on
the original images. (b) To cope with the different lighting
intensity of the shooting scene, we add extra operations such
as brightness and noise. (c) Sometimes only a part of the
painting is captured. At the same time, in order to adapt
the screen width/height ratio of different mobile phone mod-
els, we also add multi-scale crop operation to the images.
(d) Moreover, there are a few extreme, the regression model
did not locate the landmarks of the painting accurately. The
rectification results are not ideal. So we do the slight rotation
and perspective transformation for the images.

In our process, each painting is treated as a separate
class and subjected to a series of operations, the augmenta-
tion results are shown in Figure 5. The experiment results

FIGURE 6. There are two streams in our MobileNet-LFF. The upper branch is the global stream to learn features from the whole image, and the
lower branch is the part steam to learn local details form cropped parts. In particular, we choose 1.0 MobileNet-224 as upper branch, and
choose 0.75 MobileNet-128 as lower branch. The size of input image of upper branch is 224×224. Then we cut the image into 4 different parts
with the size of 128×128 and input them into lower branch.
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demonstrate that the targeted data augmentation is helpful to
improve the performance of our model.

B. LOCAL FEATURE FUSION
The image classification task is usually to extract the feature
values of the fully connected layer for probability distribu-
tion estimation. Sometimes the final classification result is
only semantically similar to the label image, while the local
features are greatly different, because the high-level features
have lost a lot of detail information. To solve this problem,
we add features fusion operation to the classification network.
By fusing the global features and local features, the obtained
features contain both global abstract semantic information
and local detail information.

Two branches of MobileNet-LFF are used to extract global
features and local features respectively, then these features are
fused at fully connected layer. The structure of MobileNet-
LFF is shown in Figure 6.

Note that our classification model use MobieNet as
the backbone. MobileNet is based on depth-wise separa-
ble convolutions which factorizes a standard convolution
into a depth-wise convolution and a point-wise convolu-
tion. The depth-wise convolution applies a single filter to
each input channel, and the point-wise convolution applies
a 1× 1 convolution to combine the outputs the depth-wise
convolution [38]. This factorization has the effect of dras-
tically reducing the computation and model size. Standard
convolutions have the computational cost of

C1 = DK × DK × N ×M × DF × DF (7)

where the number of input channels is M , the number of
output channels is N , the kernel size is DK × DK and the
feature map size is DF × DF . While depth-wise separable
convolutions have the computational cost of

C2=DK × DK ×M × DF × DF + N ×M × DF×DF
(8)

By expressing convolution as a two steps process of filter-
ing and combining, we get a reduction in computation of

DK × DK ×M × DF × DF + N ×M × DF × DF
DK × DK × N ×M × DF × DF

=
1

D2
K

+
1
N

(9)

Depth-wise convolution is extremely efficient relative to
the standard convolution. In addition, MobileNet uses two
simple global hyper-parameters that achieve efficiently trade-
off between latency and accuracy. The role of the width
multiplier α is to thin a network uniformly at each layer. Note
α has the effect of reducing computational cost. The sec-
ond hyper-parameter to reduce the computational cost of
a neural network is a resolution multiplier β. The compu-
tational cost for the core layers of network as depth-wise
separable convolutions with width multiplier α and resolution

multiplier β is

C3 = DK × DK × αM × βDF × βDF
+αN × αM × βDF × βDF (10)

where αε (0, 1] , βε (0, 1]. Resolution multiplier is typically
set implicitly so that the input resolution of the network is
{224, 192, 160, 128}.

C. MODEL OPTIMIZATION
Although the base MobileNet is already lightweight,
the application scenarios of SAS require the model to be
smaller and faster. Based on this consideration, we need to
further optimize the structure of the MobileNet-LFF.

In this paper, we adopt the entropy-based metric [39] to
evaluate the importance of each filter. Entropy is a commonly
usedmetric tomeasure the disorder or uncertainty in informa-
tion theory. If a filter always produces similar values, we can
believe that this filter contains less information, thus is less
important. Then we can discard these unimportant filters to
get a smaller model.

From another perspective, if a channel of activation ten-
sor contains less information, its corresponding filter is less
important, thus could be dropped. We first use global average
pooling to convert the output of layer i, which is a c ×h ×w
tensor, into a 1 ×c vector, c is the channel number. For each
channel j, we compute the entropy value.

To compute the entropy value of each channel, we divide
it into m different bins, and calculate the probability of each
bin. Finally, the entropy can be calculated as follows.

Hj = −
m∑
i=1

pi log pi (11)

where pi is the probability of bin i,Hj is the entropy of filter j.
A smaller score of Hj means channel j is less important in
this layer, thus could be removed. In general, if some layers
are weak enough, e.g., most of their activation are zeros,
their entropy are relatively small. This strategy is illustrated
in Figure 7.

FIGURE 7. Illustration of our pruning strategy. We only prune the middle
convolutional layer, which would simultaneously reduce the parameters
of the next layer.
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TABLE 1. The detailed distribution of the datasets.

After the classificationmodel training is completed, we use
the above strategy to compress it. Then we integrate the
classification model with the detection model and regression
model, and transplant them to the mobile phone. It’s worth
noting that although the three models are trained separately,
the testing is an end-to-end inference process, the same is true
of actual usage.

V. EXPERIMENTS
A. DATASETS
In experiments, the datasets can be divided into three parts.
(1) As shown in Figure 8, for classification model, we estab-
lish two large scale image databases, including 7,500 tra-
ditional Chinese paintings (TCPs) and 8,800 Oil paintings
(OPs), respectively. Each painting is treated as a separate
class. After data augmentation, 156 images will be gener-
ated in each class. The sample sizes of the datasets become
1.17 million and 1.37 million. 70% of them are taken as the
training set samples, 15% of them are taken as the test set
samples and the left are for validation. The data of training
set, test set and validation set do not overlap each other.

FIGURE 8. Examples of our painting datasets. The Traditional Chinese
paintings (TCPs) and Oil paintings (OPs) are shown in the upper row and
the lower row respectively.

(2) For detection model and regression model, we shoot
500 paintings from the museum and exhibition. These data
are used for training and testing of detection model and
regression model. 80% among them are taken as the training
set samples, and 20% among them are taken as the test set.

(3) In order to validate the performance of the SASčĺ-
models integration and end-to-end inference), we pick out
300 normal images form the TCPs and OPs and print out
them. Five experimenters test these paintings in real environ-
ment (paintings on the wall etc.) respectively. Table 1 shows
the details of above datasets.

B. MODEL ANALYSIS
In this experimental section, we compare our proposed
method with the relevant methods. We implement all the
experiments using Tensorflow, and the computing platform is
Nividia GTX 1080Ti GUP. The backbones of detectionmodel
and classification model are both MobileNet, but the network
configurations are different. Some configuration details are
shown in Table 2.

TABLE 2. The configurations of MobileNets.

In our work, width multiplier α thin a network uniformly at
each layer.Where αε (0, 1] with settings of 1 and 0.75. α = 1
is the baseline MobileNet and α < 1 is reduced MobileNet.
Resolution multiplier β reduce the computational cost of the
neural network.We apply it to the input image and the internal
representation of every layer is subsequently reduced by the
same multiplier. Where βε (0, 1] with settings of 1 and 0.57,
β = 1 is the baseline MobileNet and β < 1 is reduced
computation MobileNet.

1) DETECTION MODEL ANALYSIS
We train and test different detection models on our detection
dataset, respectively. Note that the input images’ resolution
of all models are 224×224. The test results of models are
provided in Figure 9.

As shown in Figure 9, although the AP of SSD_MobileNet
and YOLOv3 are slight lower than other models, their real-
time performance are outstanding. In our SAS, recognition
accuracy is determined by the classification model directly.
The detection model only provides an auxiliary work to
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eliminate the clutter backgrounds whichmay affect the recog-
nition. Moreover, the adopted painting rectification algorithm
can further improve the performance of the detector. Hence,
we prefer the detection model have the lowest latency with an
acceptable accuracy. Our SAS is a very flexible framework,
and detection unit can use different mainstream networks
as the backbone. Either SSD or YOLOv3 can be embedded
directly into the system.

FIGURE 9. The test results consist of the AP (only one class: Painting) and
latency. Latency is defined as the time consumption for the model detects
a painting. We test 5 times and report the average values. AP refers to the
evaluation criteria for COCO dataset (AP at IOU = 0.50:0.05:0.95) [40].
Note that the testing results are computed on the detection test set and
are not strictly comparable to the official COCO test-dev data.

2) CLASSIFICATION MODEL ANALYSIS
In this section, we compare the proposed MobileNet-
LFF with different classification models such as VGG16,
Inception-v2 and base MobileNet. All models are pre-trained
on ImageNet and with the last layer fine-tuned for the task
of painting work recognition. We apply Adam with a weight
decay of 0.0001 andmomentum of 0.9 to optimize all models.
The initial learning rate is 0.01, reduce two times (×0.01)
after 6 and 11 epochs. We train 15 epochs with mini-batch
size of 64 for all the models. The experimental results
are illustrated in Figure 10. As we can see in Figure 10,
although VGG16 can achieve 93.8% accuracy on the Ops
dataset, it does not perform well on the TCPs dataset and
only achieves 90.5% accuracy.Moreover, its overall real-time
performance is poor. As for MobileNet and Inception-v2,
MobileNet’s real-time performance is much better, whereas
the accuracy is roughly 1.4% lower than Inception-v2. The
above three models cannot achieve the trade-off between the
accuracy and latency. On the contrary, our MobileNet-LFF
not only outperforms the Inception-v2 in terms of accuracy,
but also achieves a similar latency with MobileNet. Our
MobileNet-LFF has the best comprehensive performance for
practical applications on mobile devices.

C. ABLATION STUDIES
To perform a detailed component analysis, we conducted
the ablative experiments on SAS test set. Various modules
are integrated into one system and implement an end-to-end

inference. Xiaomi-6 is selected as the mobile platform, which
owns the 2.4GHz CPU and 6GB RAM. The test simulates a
real SAS usage scene. The experimental results are shown
in Table 3.

TABLE 3. Ablation study based on different components of our method.

The Effect of Data Augmentation: All of our augmentation
strategies are for actual shooting scenes. We can see that
data augmentation have prominent influence on our system.
Our strategies restores the possible situations in reality and
improves the adaptability of the model to the environment.
The Effect of Painting Rectification: Painting rectification

reduces the difficulty of recognition to some extent. Without
rectification operation, the recognition accuracy of SAS is
87.7%. If we add the painting rectification, the accuracy can
increase 2.5%.
The Effect of Local Feature Fusion: Combining the local

and global feature, more reasonable feature expression can
significantly improve the accuracy by 1.7%. It can be inferred
that the detailed information of the painting plays an impor-
tant role.

D. DISCUSSION
The proposed SAS is based on the framework of detection
and classification. As stated in the subsection V.B, we have
compared detection models and classification models respec-
tively. Considering that the platform of the SAS is mobile
terminal, the trade-off between the latency and accuracy is our
major concern. Our MobilNet-LFF not only retains the low
latency property of the base MobileNet, but also improves
the accuracy by using local feature fusion.

Referring to subsection V.C, the adopted data augmenta-
tion and painting rectification enhance the robustness of the
system and significantly improve the recognition accuracy.
In the mobile terminal, the optimized classification model
is improved greatly in terms of real-time performance, but
it also has a certain accuracy loss. Painting rectification and
augmentation strategies make up for this shortcoming and
keep the accuracy and real-time performance at a high level.

In the process of experiments, we find that the bad result of
predict box will increase the difficulty of landmark location,
thereby influence the rectification effect. Some failed cases
are shown in Figure11. Generally, as long as the shooting
condition is not particularly harsh, we can obtain favor-
able predict box and ideal rectification result. In addition,
as mentioned in the IV.A, we remedy this situation through
targeted augmentation strategies.
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FIGURE 10. The test results consist of the accuracy and latency. We define the latency as the time consumption for the model classifies a painting.
We test 5 times and report the average values. The accuracy is the final Top-1 accuracy of the classification model.

FIGURE 11. Bad cases of painting rectification.

VI. CONCLUSION
In this paper, we propose a painting recognition system
SAS based on mobile device. SAS decomposes the painting
recognition into the process of detection, rectification and
classification. Painting rectification module and local feature
fusion idea effectively improve the performance of the whole
system. Our SAS can not only be used for painting recogni-
tion, but also has a good generalization in other artistic fields,
such as calligraphy analysis. For future works, we consider
using YOLOv3 as the backbone of our detection module.
YOLOv3 has lower latency and satisfactory AP. In addition,
for model optimization, we would like to adapt a dynamic
pruning framework.
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