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ABSTRACT Support vector machines (SVMs), powerful learning methods, have been popular among
machine learning researches due to their strong performance on both classification and regression problems.
However, traditional SVM making use of Hinge Loss cannot deal with class imbalance problems, because it
applies the same weight of loss to each class. Recently, Focal Loss has been widely used for deep learning to
address the imbalanced datasets. The significant effectiveness of Focal loss attracts the attention in many
fields, such as object detection, semantic segmentation. Inspired by Focal loss, we reconstructed Hinge
Loss with the scaling factor of Focal loss, called FH Loss, which not only deals with the class imbalance
problems but also preserve the distinctive property of Hinge loss. Owing to the difficulty of the trade-off
between positive and negative accuracy in imbalanced classification, FH loss pays more attention on minority
class and misclassified instances to improve the accuracy of each class, further to reduce the influence of
imbalance. In addition, due to the difficulty of solving SVM with FH loss, we propose an improved model
with modified FH loss, called Adaptive FH-SVM. The algorithm solves the optimization problem iteratively
and adaptively updates the FH loss of each instance. Experimental results on 31 binary imbalanced datasets

demonstrate the effectiveness of our proposed method.

INDEX TERMS Focal loss, hinge loss, class imbalance, support vector machines (SVMs).

I. INTRODUCTION

Class imbalance problem has always been a challenging issue
in traditional machine learning and deep learning. It appears
when the number of instances in some classes is significantly
more than that in others. In the binary classification problem,
the class containing more instances is called the majority
class whereas the other one is called the minority class. It’s
worth noting that we mainly focus on the binary classifi-
cation problem in this paper where the majority class and
the minority class are referred to as ‘negative’ and ‘positive’
respectively, and the proposed algorithm can be extended
and applied to multiclass datasets according to one-versus-
all scheme. In practice, imbalanced datasets are frequently
occurred in various domains, such as object detection, medi-
cal diagnosis [1], [2], text classification [3], credit risk assess-
ment [4] and so on.
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approving it for publication was Victor S. Sheng.

130410

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/

In general, the objective of learning methods is to obtain
high accuracy of the whole dateset by optimizing target
function. In the imbalanced dataset, a high accuracy can be
obtained by the way of classifying all instances as majority
class, while all minority class instances are misclassified.
In particular, the classifier even loses the ability of classi-
fication for extreme class imbalanced datasets, even if the
accuracy is very high. In terms of imbalanced datasets, it’s
more significant to concentrate on the performance of each
individual class other than the whole dateset. For example,
in cancer detection, we should pay more attention to identify
cancer patients as accurately as possible. As a consequence,
many conventional classifiers can’t maintain good perfor-
mance any more in imbalanced datesets, such as Support
Vector Machine (SVM) [5].

Support Vector Machines (SVMs), a powerful learn-
ing method, have been popular among machine learning
researches due to its strong performance on both classifica-
tion and regression problems. However, the SVM classifier
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trained on the imbalanced dataset tends to be biased to the
majority class and a suboptimal model comes about [6], [7],
which doesn’t work as expected. In order to make up this
deficiency, there have been amount of techniques proposed.
These methods can be summarized as external methods and
internal methods [8].

External methods contain two categories: data prepro-
cessing methods and ensemble learning methods. The for-
mer tends to balance the skewed class distribution by the
means of over-sampling to the minority class or under-
sampling to the majority class, which is applied before
training SVM models. The main sampling methods include
randomly under-sampling (RUS), randomly over-sampling
(ROS) and Synthetic Minority Over-sampling Technique
(SMOTE) [9]. Later on, various sampling methods occurred,
such as MSMOTE [10], MWMOTE [11], etc. The latter, i.e.
ensemble learning, aims at dividing the majority class into
multiple subdatasets, each of which has the same number
of instances as the minority class, then developing differ-
ent SVM classifiers with the same original minority class
and different majority class subdatasets, finally merging
classifiers following a certain criterion. The combination
of ensemble approach and data preprocessing method is
commonly employed. The representative algorithms include
SMOTEBoost [12], RUSBoost [13], EasyEnsemble [14].

Internal methods refer to the algorithmic modifications to
the standard SVM. One of the classical modifications is cost-
sensitive learning, which first appeared in Different Error
Costs (DEC) method [15] with respect to SVM. DEC method
modifies the same misclassification cost for each class to two
different costs for positive and negative classes respectively.
Generally speaking, the ratio of two misclassification costs
is given in advance, which should adhere to the rule of a
higher positive cost than the negative one. Inspired by DEC,
zSVM [16] adjusting weights in the decision function and
FSVM-CIL [17] combining FSVM [18] with DEC were
yielded. In addition, one class classification [19] is also an
interesting algorithmic modification method, which converts
the class imbalance problem into an anomaly detection prob-
lem. One class SVM (OC-SVM) [20] estimates a SVM clas-
sifier with only one class instances. Later on, many improved
algorithms [21], [22] appeared on the basis of OC-SVM.
In practice, there are several methods combining external and
internal approaches, some of which have better performance
than the utilization of either of these ones alone [6].

However, there is a worth stressing point to design algo-
rithms solving the class imbalance problem. Traditionally,
our starting point is to expect positive instances to receive
the same or more attention as negative ones, due to less
quantity of positive class. The less attention, the worse the
solution to class imbalance. But if the attention is too high,
the model will be biased towards positive class, in which the
increase of positive classification accuracy is at the cost of
decreasing negative classification accuracy. In practice, each
class’s accuracy is yet crucial to imbalanced datasets. For
example, in crack detection [33], [34], we hope that the final
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detected cracks are neither under-reported (false negatives)
nor misreported (false positives). Nevertheless, the trade-off
between positive and negative accuracy is not only important
but also difficult to master.

In the exiting methods, most only concentrate on positive
accuracy. In order to better balance positive and negative
accuracies, a novel loss function called FH Loss is proposed
in this paper. The loss function is a dynamically scaled hinge
loss, in which the scaling factor focuses on improving the
weight of either minority class instances or misclassified
instances. That is to say, the loss of the misclassified negative
instances are not much lower than positive instances so that
the negative class accuracy is improved. In order to solve eas-
ily, the algorithm named Adaptive FH-SVM is given which
can achieve the adaptive effect by updating each instance loss
per iteration. The experiments carried out on 31 benchmark
datasets show the effectiveness of our proposed FH Loss and
Adaptive FH-SVM compared with previous state-of-the-art
techniques.

The remainder of this paper is shown as below.
Section 2 gives a brief summary on related work.
Section 3 focuses on the proposed loss function and relative
algorithm. In section 4, several experiments are conducted
to verify the effectiveness of the proposed method. The
conclusions are given in section 5.

Il. RELATED WORK

In this section, we briefly introduce some related works about
the proposed FH loss function. Specifically, it is preliminaries
of hinge loss, weighted hinge loss and focal loss that this
section has something to do with.

A. SVM WITH HINGE LOSS
SVMs have been widely applied in various fields since
Cortes and Vapnik [5] proposed. The main idea of SVM is to
find a separating hyperplane maximizing the margin between
two classes as possible as it can.

Given a training set

S = {(x1,y1), 2, y2), ..., Gn, YN)} (D

where x;, € X € R",y; ¢ YV = {-1,1},i = 1,...,N,
the standard SVM can be represented as a constrained convex
quadratic programming problem (QPP), as shown below.

N
1o
Vf}ngrz EW w+C2;ni
1=
stoyiw ¢G)+b)>1—n;, i=1,....,N
>0, i=1,...,N 2)

where n = (n1,..., 77/\/)T is the slack variable; C > 0
is a pre-given hyper-parameter to balance the margin and
the loss; ¢(-) maps samples into a higher-dimensional space,
defined implicitly by a relevant kernel function [25] « (x, y) =
(p(x), ¢(3)); w is the weight vector whose dimension is the
same as the feature space’s and b € R is the bias term.
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By solving the primal problem (2) or its dual problem,
the decision hyperplane

fO)=wlopx)+b=0 3)

can be obtained.

From the perspective of loss function, the optimization
problem above (2) is equivalent to a unconstraint problem
with Hinge Loss function

Lhinge(s —2) = Hy(z) = max{0, s — z} 4

where s is the Hinge point. The unconstraint program can be
formulated as:

N
min T+ C D L1 =300 +D) )
Obviously, it follows the form of structural risk minimiza-
tion (SRM) [23], where the first item is regularizer sug-
gesting model complexity and the latter indicates the total
empirical loss. Making use of hinge loss induces the loss
of merely fully-properly classified instances is zero. This
property guarantees good performance of classic SVM for

balanced datasets.

For notational convenience, the hinge loss SVM is short for

C-SVM in the following.

B. WEIGHTED SVM

Due to the target of total accuracy, the C-SVM doesn’t have
good performance any more in imbalanced datasets. For the
purpose of dealing with class imbalance problem, DEC [15]
occurred, called weighted SVM in this paper. The modified
optimization is stated as follows:

N
min Swhw+C(Cy Z 7]i+C7.Z ni)
ity;=1 iyj=—
s.l.yi(quS(xi)—i—b)Z 1—mn, i=1,...,N
>0, i=1,...,N 6)

where C4 and C_ are the cost of misclassifying positive
and negative class respectively, which satisfy commonly
C+ > C_ because of the skewed class distribution.

It is critical to choose the ratio of C4 to C_. If the ratio is
slightly more than 1, there is still the effect of data imbalance.
However, if the ratio is too large, the decision boundary will
bias towards the positive. In many algorithms, it is defined
as the ratio of the number of negative samples to that of
positive samples [6]. In this situation, since the cost of each
instance in the same class is identical and fixed, the classi-
fying result often can be improved. In other algorithms, two
costs C4, C_ are determined by cross-validation, in which
two circumstances mentioned above will appear. The solution
is to modify weights by some means to balance two situations.

C. FOCAL LOSS
In order to improve the accuracy of dense object detec-
tion, Tsung-Yi et al. proposed the Focal Loss recently [24].
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This loss function is developed based on the standard cross
entropy loss function [35] for binary classification

Leg(p) = —log(p) (7
where
- , ify=1
p= {” Jy=] @®)
1 —p, otherwise

and p € [0, 1] is the probability that the sample is predicted
asclass 1,1i.e. p = P(y = 1|x).

To enable the cross entropy to address class imbalance,
a balancing factor T € [0, 1] is introduced, defined analo-
gously to p. That is to say,

f:{f’ fy=1 ©)

1 —1t, otherwise
Therefore, the modified cross entropy loss is:
Lr—ce(p) = —7 log(p) (10)

As experiments show in [24], the large number of
well-classified instances overwhelm the entire loss while
T —balanced the cross entropy loss function is applied during
training. As we know, the instance containing more infor-
mation is not easy-classified one but hard-classified one.
So [24] adds a modulating factor (1 — p)¥ to t—balanced
cross entropy loss, in order to force the model to focus on
samples with high probability of being misclassified. Thus,
Focal Loss is defined as:

Lfocal(ﬁ) =1 _ﬁ)yLr—CE(ﬁ)
= —7(1 — p)" log(p) (11)

where the focusing factor y > 0 is a hyper-parameter.

Ill. OUR APPROACH

In this section, we present our proposed loss function, FH
Loss, in detail. FH Loss not only catches the sensitivity of
imbalance ratio, but also guarantees the accuracy of each
class.

A. FH LOSS

As introduced in section I, the key to tackle the class imbal-
ance problem is to improve the positive and negative class
accuracy, that is, to reduce false positives and false nega-
tives at the same time. However, most algorithms only focus
on the positive accuracy during training and finally eval-
uate the model by the balanced index (e.g. G-mean [30],
F-measure [31]), which are not suitable enough.

In order to improve the accuracy of each class effectively,
we reshape Hinge loss by a scaling factor, inspired by Focal
Loss. So the novel loss is named FH Loss and its form is stated
as:

Len(y.f @) = max [0. 2(1 =) (1 =y @)} (12)
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FIGURE 1. The illustration of (a)hinge loss: L(x) = max{0, 1 — yf(x)}, (b)weighted hinge loss: L(x) = max{0, 7(1 — yf(x))} and (c)FH loss:
L(x) = max Lo, T1-p)(1- yf(x))i. The representations of 7, p are shown in equations (13)(14). The settings of parameters in this figure are

7 =0.75 and y = 2. (a) hinge loss. (|

where
PN
7= !T’ y=] (13)
1 —1t, otherwise
- , ify=1
p= {” y o= (14)
1 —p, otherwise
and t € [0, 1], y > 0 as shown before, and sigmoid function
1
p=o(f(x) = T ed® (15)

transfers the output value into a probability belonging to [0,1].
Thus, the FH loss can be further written as:

Len(y. f@) = max {0, S (1= @) 16)

According to the definition of p, it indicates the probability
that the instance is predicted correctly. If the instance is
misclassified, the relative p is small, further the factor (1—p)¥
is near 1. On the contrary, a well-classified instance gains a
factor score near 0. Thus, the loss of misclassified instances
in each class is up-weighted. For another thing, 7 balances the
loss between the positive class and negative class. All in all,
FH Loss makes the SVM model pay more attention on both
positive instances and misclassified ones and take on better
performance for class imbalance.

To further analyze the proposed FH loss, we compare hinge
loss, weighted hinge loss and FH loss in Figure 1. It can
be seen from the figure that hinge loss allocates the same
misclassified cost to each class such that it can’t deal with
the imbalanced dataset effectively. The introduction of 7 in
weighted hinge loss gives more attention on positive class,
although the loss of each instance descends. Compared to
weighted hinge loss, FH loss up-weights not only positive
class by T but also misclassified instances by the modulating
factor (1 — p)”. In terms of each class, FH loss enlarges the
loss contribution of misclassified samples and is beneficial
to improve the accuracy of individual class. In terms of both
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) weighted hinge loss. (c) FH loss.

classes, FH loss prevents that the increase of positive classifi-
cation accuracy is at the cost of decreasing negative classifica-
tion accuracy, to some extend. Because the loss contribution
of negative support vectors increases than that in weighted
hinge loss. For example, a negative sample of f(x) = 2 and a
positive sample of f(x) = 0 have the same weighted hinge
loss whereas the FH loss of the negative sample is nearly
three times as much as the FH loss of the positive sample.
Therefore, the FH loss is effective for imbalanced datasets.

In the next content, we will apply FH Loss to SVM and
construct the relative optimization problem.

B. SVM WITH FH LOSS
Under this given training dataset described above, the frame-
work of the primal optimization problem can be written
as:
| N
i T v
min Sw'w+ C > L(xi i)

i=1

a7

where L is an arbitrary loss function.
Therefore, apply our FH Loss (12) to the framework (17)
and the unconstraint optimization is:

N
1
rvrvngl §WTW +C Z;max [0,
=

H(1-5) (1 =y oG + b)) a8)
where
~ '9 i = 1
P ify ! (19)
1 —pi, otherwise
and
- ) = ! 20
pi=o(f(x) = W (20)
fori=1,...,N.
130413
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For optimized convenience, we introduce the slack vec-
tor and apply (19)(20) to (18), then get the constrained
optimization:

N
1
min —w'w+ C
b172 121:)71

(1 4+ T g+b)yy

st yiw! () +b) > 1 — - ni
T

n >0, foralli=1,...,N 21

It’s obvious that the target function of (21) is quadratic and the
first kind of constraint is no longer linear, due to the existing
of sigmoid operation in FH loss. Thus, there is a certain diffi-
culty of solving the optimization problem (21). To address
this issue, in the next section, we search for the modified
form of FH loss and the corresponding algorithm, in which
the final decision boundary is obtained iteratively and the
subproblem is a constrained convex quadratic programming
in each iteration.

C. MODIFIED FH LOSS
In this section, we modify FH loss by altering the sigmoid
term p to a known information instead of the item to be
optimized. The algorithm SVM with FH loss is amended
to be iterative mode accordingly, named Adaptive FH-SVM
because of automatical adjustment of the loss.

The modification of FH Loss, called FH Loss, is stated
as follows, which is applied to algorithm and experiments in
practice:

Ly - F(x)) = max {0, #1-p)" (1 - yf(x))] (22)

Here p in (22) is a prior information or a posteriori informa-
tion, namely a constant, while p in (12) is an unknown item,
namely a variable.

Apply the FH Loss (22) to the framework (17) and intro-
duce the slack variable, then the FH-SVM primal problem is:

N
1
ml}r}) EW w—i—Cle:n,
s.t.yiw! d(xi) +b) > 1 —; i
L Yi i = f(l—ﬁi)ynl
N >0, foralli=1,...,N (23)

This is a convex quadratic programming, so we can get
its dual problem. First of all, we introduce the following
Lagrangian function:

Lw,b,n,a,B) = WW+CZ’7' Zﬁt’?z‘f‘za,
1 T

(1 FA—py)y )y ni=yi(w ¢(Xi)+b)> (24)

where @ = (a1, @2,....on) " and B = (B1, fa. ... )T

are Lagrangian multiplier vectors. The Karush-Kuhn-Tucker
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(KKT) conditions for the problem (23) are obtained by:

N
OL/ow=w — ) aiyip(x) =0

i=1

N
OL/9b =Y 0y =0
=1
aL/on; = C _ Bi=0
TET T wa=py T
1 T
a,-(l - mﬂi — yi(w o) + b)) =0
Bimi =0
yiw ¢() +b) = 1 — ;n'
’ T T dd-pyr
ni >0
o, >0
Bi =0

(foralli=1,...,N)

Substituting the above KKT conditions into (24), we can get
the dual QPP:

mln — Z Za ayiyjk (Xi, Xj) — Z o

11]1

s.t. Zaiy,' =0
i=1

0<a;<i(1—p)’C, i=1,....,N (25

Solve the dual problem (25) by QP slover, SMO [36],
etc [37], [38] to obtain the optimum point &* and the sepa-
rating function and decision function can be represented as:

N
f@) =) yiafr(x, x) + b* (26)
i=1

h(x) = sgn(f (x)) 27)

where b* is determined by the KKT conditions. In practice,
b* is commonly gotten as

1
Z (vi — Z @ik (xi, X)) (28)

Nisvy ie(SV) jelsvy

b* =

where {SV'} denotes the set of support vectors and Nisy) is
the number of support vectors.

Next, we introduce the proposed Adaptive FH-SVM in
detail, which is an iterative algorithm. On account of the
change of p; from a variable to a constant during the training
SVM model, we update the values according to (15) after
a FH-SVM classifier is obtained and further consider the
new values as the posteriori information applied to the next
FH-SVM model. In this way, the weight of sample loss
can be updated automatically such that the similar effect
to (21) can be achieved. Algorithm 1 presents the proposed
Adaptive FH-SVM algorithm. It’s obvious that the computa-
tional complexity is O(TN?3), where T is the iterations and
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N is the number of training samples. In addition, due to
p* < p*Tl(the superscript s denotes the s—th iteration),
the objective function value of (23) satisfies J(w*, b°*, p*) >
JwWTL bt 5%y > Jwst! bt 51 And we know that
J(w, b, p) > 0, i.e., the objective value is lower bounded, thus
Algorithm 1 converges.

Algorithm 1 Adaptive FH-SVM Algorithm
Require:
=S = {(x, yi)}évzlz training set.
-C: penalty parameter.
-7, y: FH Loss parameters.
-k (+, -): kernel trick.
-it: number of iterative times.
-itmax: the maximum number of cycles.
Ensure:
The decision function: A(x).
1: Initialize:
-it =0.
- Initialize the scaling factor by:
1)Get the separating function f(x) by solving C-SVM (2)
with S;
2)Calculate {p;}¥_, by (15)(19);
3)Obtain the initial scaling factor {7(1 — 15,-)7}7: 1
2: while it < itmax do

3:  Solve dual QPP (25) with S and 7(1 — p))Y (i =
1,...,N);

4:  Obtain f(x) and compute f(x;) i = 1, ..., N) by (26);

5. Compute p; (i =1,...,N) by (15);

6: Obtainp; (i=1,...,N)by (19);

7 Update the scaling factor 7(1 — p;)Y (i=1,...,N);

8 it=it+1;

9: end while

10: return h(x) = sgn(f(x)).

IV. EXPERIMENTS

In this section, we validate the effectiveness of Adaptive
FH-SVM for binary classification on 31 real-world imbal-
anced datasets. Meanwhile, compare our algorithm with other
five state-of-the-art methods.

A. EXPERIMENTAL SETUP

All experiments are implemented by MATLAB R2012b on a
PC with Intel Core IS processor (3.10GHz) with 4 GB RAM
and 64-bits operating system. In addition, in order to search
for the best parameters, we take advantage of fivefold cross
validation [28] for each technique on each dataset. And each
experiments is repeated five times to report the average and
standard deviation of each evaluation measures. Moreover,
for simple calculation, we omit the bias term b and conduct
the following augmentation: w' <« (w',b), x" « (xT, 1).
Furthermore, we adopt the QP solver in MATLAB toolbox
to solve the dual QPP for our algorithm. Other settings are
stated as follows.
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TABLE 1. Description on KEEL datasets.

Dataset Datasize Features Imbalance ratio
Glass| 214 9 1.82
Pima 768 8 1.87
Glass0 214 9 2.06
Haberman 306 3 2.78
Vehiclel 846 18 2.90
Glass0123vs456 214 9 3.20
Ecolil 336 7 3.36
Newthyroid2 215 5 5.14
Ecoli2 336 7 5.46
Glass6 214 9 6.38
Ecoli3 336 7 8.60
Yeast05679vs4 528 8 9.35
VowelO 988 13 9.98
Glass016vs2 192 9 10.29
Glass2 214 9 11.59
Shuttle-cOvsc4 1829 9 13.87
Yeast1vs7 459 8 14.30
Glass4 214 9 15.47
Ecoli4 336 7 15.80
Pageblocks13vs4 472 10 15.86
Abalone9-18 731 8 16.40
Glass016vs5 472 9 19.44
Shuttle-c2vsc4 129 9 20.50
Yeast1458vs7 693 8 22.10
Glass5 214 9 22.78
Yeast2vs8 482 8 23.10
Yeast4 1484 8 28.10
Yeast1289vs7 947 8 30.57
Yeast5 1484 8 32.73
Ecoli0137vs26 281 7 39.14
Yeast6 1484 8 41.40

1) DATASETS

Here, we describe the adopted real-world imbalanced
datasets. The benchmark datasets are from the KEEL dataset
repository! [32], which has been widely used for class imbal-
ance problem. To validate the effectiveness of the proposed
method, we select 31 binary class datasets with imbalance
ratio (IR) from 1.82 to 41.40, where

number of positive instances

number of negative instances

The information of the selected datasets are summarized
in Table 1. It should be pointed out that in order to maintain
the imbalance ratio of the dataset, during cross validation,
we divide each class into five parts and combine positive and
negative instances from the same part into the final fivefold.

! Available at https://sci2s.ugr.es/keel/datasets.php
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TABLE 2. Confusion matrix.

Predicted positive  Predicted negative

Actual positive
Actual negative

TP(True positive)
FP(False positive)

FN(False negative)
TN(True negative)

2) BENCHMARK METHODS

« ROS-SVM: Random Over-sampling (ROS) is a basic
sampling method, which duplicates the minority class
instance randomly until the number of the minority
reachs a given size. Then train a SVM model with the
processed dataset.

o RUS-SVM: Random under-sampling (RUS) is also a
common sampling technique, which eliminates a frac-
tion of the majority class instances randomly. Then a
SVM classifier is obtained by the processed majority and
the original minority.

o« SMOTE-SVM: Synthetic Minority Over Sampling
Technique (SMOTE) [9] is a more strong over-sampling
approach implementing before training SVM models.
Instead of replicating the existing instance directly,
it generates new synthetic instances by the k-nearest
neighhors (kNN) of minority instances.

o« WSVM: Weighted SVM has been introduced in previous
section. In experiments, we set the values of C; and
C_in (6) as N /(2 - Npos) and N /(2 - Ny.g) respectively,
where N is the total number of instances, N, is that of
positive class and N, is that of negative class. On this
occasion, C4/C_ is equal to the ratio of the majority
to minority class, which can obtain the reasonably good
performance reported at [6]. It should be point out that
we employ LIBSVM! [29] to implement WSVM in this
literature.

o IRUS-SVM: Inverse Random Under-sampling (IRUS)
[39] is an combination of the ensemble approach and
the under-sampling method. Instead of classic ran-
dom under-sampling to the majority class, IRUS highly
under-samples the majority class such that the ratio of
two classes is reversed to the original ratio. Accord-
ing to the modified sampling method and the bag-
ging approach, the false positive rate can be relatively
decreased. Similar to the above sampling methods, IRUS
also adopts SVM to the basis classifier in this paper,
in order to the fair comparison.

3) EVALUATION MEASURES
In this paper, we view G-mean [30] and F-measure [31] as
evaluation measures to assess the performance of methods,
which are both based on the confusion matrix as shown
in Table 2.

G-mean is a typical assessment criterion for imbalanced
datasets and is defined as:

G — mean = \/ sensitivity x specificity
! Available at https://www.csie.ntu.edu.tw/cjlin/libsvm/
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where sensitivity is true positive rate and specificity is
true negative rate, described by the following equations
respectively:

. TP
sensitivity = ———
TP + FN

ficity = N
specificity = IN T FP

Thus, G-mean is the geometric mean of sensitivity and speci-
ficity. F-measure is represented as:

(1 + B2) « sensitivity % precision

F — measure = 5 — —
B# x sensitivity + precision

where
TP
TP + FP
and B adjusts the importance of sensitivity and precision.

In this paper, we set § = 1, that is to say, each has the same
importance.

precision =

4) KERNELS

For all the techniques, we apply the Gaussian radial basis
function (RBF)

Kk(x, x') = exp(— | x —x" |I* /2€%)

on the all datasets. The choice set of the parameter € is
introduced next.

5) PARAMETERS

To obtain the best parameters for each approach, we use
fivefold cross validation. For the fair comparison, the penalty
parameter C and the kernel parameter € are selected from the
range of {1073,1072,...,10%, 103} and {273,274, ..., 24,
23} respectively, in whichever methods they are. Meanwhile,
the parameters T and y in the proposed method are tuned
among the values {0.05,0.1,0.2,0.25,0.3,0.4,0.5, 0.6,
0.75,0.8,0.9,0.95} and {0,0.1,0.2,0.5,1,2,3,5, 10},
respectively. Taking the optimization complexity into consid-
eration, we set the maximum number of iterations as a default
value 10 at the experiment part.

In addition, the imbalance ratio (IR) after adjustment
is set to 1 for all pre-processing methods except for
IRUS-SVM. In terms of IRUS-SVM, the parameter deter-
mining the quantity of the selected majority instances and the
number of classifiers is selected from {0.05, 0.10, ..., 0.95},
as is shown in [39].

B. EXPERIMENTAL RESULTS

In this section, we compare the performance of Adaptive
FH-SVM with all the benchmark methods. Table 3-4 list the
results of all six algorithms on all 31 KEEL datasets, about
F-measure and G-mean respectively. To be easy to check,
these two tables report the detailed information of each
dataset under its name, including the dimension (Dim),
IR and the dataset’s size. Furthermore, under each F-measure

VOLUME 7, 2019



Q. Wang et al.: Adaptive FH-SVM for Imbalanced Classification

IEEE Access

28+ [MRuUs-svM
o6} [EROS-SVM
o4} [HSMOTE-SVM
ol [EWswm

Syl [ERUs-swm

5 WAdaptive FH-SVM

<18

316

8

214

g 12

02 4 6 8

10 12 14 16 18 20 22 24 26 28 30 32
KEEL datasets

(a)

(=2}

MAdaptive FH-SVM

(S

A G-mean(%)
S

w

N

= El 1

10 12 14 16 18 20 22 24 26 28 30 32
KEEL datasets

(b)

0
0 2 4 6 8

FIGURE 2. Plots representing the improved value between the F-measure/G-mean of the winning method and the mean F-measure/G-mean
of other five methods on each KEEL dataset. And the color indicates the winning method. (a) AF-measure. (b) AG-mean.

or G-mean value, there are the relative standard deviation and
the score. The value of score is in the range of 1 to 6. The
smaller the score, the better the algorithm performs on the
corresponding dataset. On the last three rows, there are the
average rank, i.e. the mean score on all datasets, final rank
and the statistic results Win/Draw/Loss for each algorithm.
According to the information of Table 3 and Table 4,
we can draw the following conclusions. First, Adaptive
FH-SVM outperforms other methods on more than half of
the datasets, no matter which evaluation criteria is used.
As shown in tables, Adaptive FH-SVM obtains the lowest
average rank and the most counts of wins with respect to both
F-measure and G-mean. Second, in some datasets, the values
of F-measure or G-mean for Adaptive FH-SVM algorithm
are close to the best, although our method is slightly worse.
To further compare the performance of all six methods,
Figure 2(a) shows the improved value between the F-measure
of the winning method and the mean F-measure of other
five methods on each dataset while Figure 2(b) shows the
improved G-mean where the color indicates the winning
method on this dataset. As can be seen from this figures,
our proposed method improves the values of evaluation cri-
teria to some different extend on many datasets. It should
be pointed out that on some datasets (e.g. Pageblocksl3vs4,
Ecoli0l137vs26) the F-measure value is promoted over 20%
because of the poor performance of IRUS-SVM, as shown
in Table 3. To our surprise, the G-mean values of IRUS-SVM
on the same datasets are comparative to that of other
methods. The phenomenon indicates the model excessively
focuses on the positive class such that the accuracy of
the negative class is impaired. For example, there is an
imbalanced dataset including 20 positive instances and
1000 negative instances. A model classifies all positive
instances correctly and 100 negative instances are misclas-
sified, which can obtain a high G-mean 94.87% and a low
F-measure 16.67%. As shown in Figure 2, the higher the
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imbalance ratio, the more obvious the situation. Because with
the decrease of the positive class’ scale, precision is more
easily determined by the negative class. In the one hand, this
phenomenon caters to the starting point of our paper, that is,
the accuracy of each class is important. In the other hand, this
phenomenon demonstrates the necessity of two evaluation
criteria. Only if both measures are high can the algorithm be
effective. Both high F-measure and G-mean value on most
datasets verify the validity of our propose Adaptive FH-SVM.

To further measure the similarity among the used algo-
rithms, we utilize the nonparametric statistical test, named
Friedmen test [40]. In the test, Hy-hypothesis implies that
there is no significant difference among all algorithms. If the
value FF is larger than the value g, the above hypothesis is
rejected. Fr is defined as:

, 12N 2_k(k+1)2
X = k(k—i—l)[;Rj 4 ] 29
(N — Dx}?
= °F 30
Fr Nk —1)— x2 30)

Wherg the average rank of the jth algorithm R; = % > rl] ,
and r{ is the rank of the jth of k algorithms on the ith of N
datasets. The equation to calculate g, is given as:

o = F(a, k—1),(k —1)N — 1)) (31)
That is, g, is obtained from the F-distribution with
((k - D,k — DN — 1)) degree of freedom and the level
of significance «. Without loss of generality, we select the
F-measure values to apply the Friedman Test and the cor-
responding test results are listed in Table 5. As is shown in
the table, Fr > ¢, holds when ¢ = 0.05, « = 0.025 and
o = 0.01, which implies that there are indeed significance
differences among six algorithms.
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TABLE 3. F-measure (%), Standard Deviation and Score of five state-of-the-art methods and the proposed method on all 31 selected KEEL datasets.
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Datasets RUS-SVM  ROS-SVM  SMOTE-SVM WSVM IRUS-SVM  Adaptive FH-SVM
Name F-measure F-measure F-measure F-measure F-measure F-measure
Dim/IR/Size Std/Score Std/Score Std/Score Std/Score Std/Score Std/Score
Glassl 69.48 63.97 70.01 69.63 71.92 75.33
9 x 1/1.82/214 2.27/5 2.00/6 1.12/3 1.71/4 0.98/2 1.87/1
Pima 67.73 67.60 68.95 68.05 69.33 69.41
8 x 1/1.87/768 0.43/5 0.47/6 0.67/3 0.74/4 0.42/2 0.53/1
Glass0 75.75 75.67 77.67 76.85 77.84 78.96
9 x 1/2.06/214 1.24/5 1.70/6 1.19/3 1.87/4 0.91/2 1.65/1
Haberman 50.60 49.99 50.52 49.51 54.85 51.68
3 x 1/2.78/306 1.99/3 0.67/5 0.80/4 1.22/6 0.80/1 1.59/2
Vehiclel 69.74 72.41 72.56 76.84 67.86 75.86
18 x 1/2.90/846 0.91/6 0.73/4 0.57/3 1.36/1 0.39/5 0.75/2
Glass0123vs456 87.45 88.81 90.51 90.62 87.87 91.64
9 x 1/3.20/214 0.79/6 0.97/4 1.31/3 0.49/2 0.67/5 0.96/1
Ecolil 78.11 77.89 80.65 78.29 73.95 81.59
7 x 1/3.36/336 0.67/4 0.53/5 1.22/2 0.26/3 0.76/6 1.28/1
Newthyroid2 97.65 98.40 98.67 97.59 70.65 97.90
5 x 1/5.14/215 1.35/3 0.53/2 0.00/1 1.06/4 0.69/6 0.63/3
Ecoli2 86.26 7.85 88.08 87.53 69.80 89.72
7 x 1/5.46/336 0.38/5 0.83/3 0.38/2 0.42/4 0.60/6 0.83/1
Glass6 85.86 85.72 90.35 86.03 68.34 82.02
9 x 1/6.38/214 1.85/3 0.74/4 1.56/1 3.33/2 2.21/6 3.04/5
Ecoli3 62.10 64.39 66.64 64.54 56.37 72.71
7 x 1/8.60/336 1.65/5 2.36/4 0.96/2 1.99/3 2.27/6 2.21/1
Yeast05679vs4 46.37 46.80 49.52 48.46 37.54 63.28
8 x 1/9.35/528 0.48/5 1.17/4 3.54/2 2.34/3 1.69/6 1.12/1
VowelO 97.03 100.00 100.00 100.00 90.09 100.00
13 x 1/9.98/988 0.84/5 0.00/1 0.00/1 0.00/1 1.28/6 0.00/1
Glass016vs2 37.90 50.35 53.73 49.07 3441 48.28
9 x 1/10.29/192 2.65/5 4.32/2 3.66/1 1.63/3 0.78/6 2.33/4
Glass?2 38.28 52.58 59.94 50.56 34.40 53.26
9 x 1/11.59/214 2.08/5 1.66/3 3.74/1 5.53/4 3.20/6 5.64/2
Shuttle-cOvsc4 99.84 99.84 99.92 99.92 80.92 99.92
9 x 1/13.87/1829 0.19/4 0.19/4 0.16/1 0.16/1 0.56/6 0.16/1
Yeastlvs7 33.92 33.49 33.42 32.62 24.16 48.60
8 x 1/14.30/459 2.16/2 0.96/3 1.81/4 1.23/5 1.73/6 6.35/1
Glass4 63.32 77.65 76.89 81.83 34.37 76.70
9 x 1/15.47/214 6.84/5 7.56/2 2.87/3 3.59/1 0.41/6 4.12/4
Ecoli4 81.55 80.82 83.68 80.57 33.98 90.49
7 x 1/15.80/336 4.17/3 2.92/4 1.03/2 5.02/5 0.93/6 1.44/1
Pageblocks13vs4 71.35 92.00 98.89 79.48 41.11 99.02
10 x 1/15.86/472 3.36/5 4.07/3 1.56/2 7.36/4 1.38/6 1.33/1
Abalone9-18 36.86 47.15 45.80 46.20 23.08 49.10
8 x 1/16.40/731 1.87/5 0.63/2 0.78/4 1.78/3 0.44/6 1.63/1
Glass016vs5 60.31 83.47 86.40 84.42 31.63 89.87
9 x 1/19.44/472 9.76/5 5.24/4 4.86/2 4.35/3 1.63/6 1.07/1
Shuttle-c2vsc4 98.67 100.00 100.00 88.00 63.04 83.73
9 x 1/20.5/129 2.67/3 0.00/1 0.00/1 6.53/4 6.10/6 8.14/5
Yeast1458vs7 15.12 19.06 18.39 17.63 17.43 26.20
8 x 1/22.10/693 0.94/6 2.76/2 2.45/3 2.19/4 2.14/5 3.80/1
Glass5 58.10 85.35 88.80 85.09 26.83 76.55
9 x 1/22.78/214 6.52/5 6.04/2 5.36/1 3.58/3 0.82/6 3.72/4
Yeast2vs8 42.07 59.71 53.61 66.52 35.54 68.32
8 x 1/23.10/482 8.15/5 2.21/3 5.08/4 2.17/2 2.98/6 3.99/1
Yeast4 28.17 32.14 30.78 30.58 15.28 42.45
8 x 1/28.10/1484 0.82/5 2.18/2 1.55/3 0.53/4 0.24/6 1.43/1
Yeast1289vs7 16.38 17.71 17.88 17.93 13.04 44.55
8 x 1/30.57/947 1.44/5 1.70/4 1.56/3 0.74/2 0.90/1 2.61/6
Yeast5 52.76 66.98 67.35 55.35 16.37 74.65
8 x 1/32.73/1484 2.28/5 2.66/3 4.21/2 1.33/4 0.07/6 2.07/1
Ecoli0137vs26 48.50 46.18 55.60 64.40 20.80 76.00
7 x 1/39.14/281 9.03/4 4.22/5 6.87/3 7.52/2 2.29/6 3.27/1
Yeast6 44.88 42.46 47.61 35.19 12.90 57.92
8 x 1/41.40/1484 2.12/3 1.65/4 4.53/2 4.29/5 0.44/6 1.11/1
Average Rank 4.5161 3.4516 2.3226 3.2258 5.3548 1.7097
Final Rank 5 4 2 3 6 1
Win/Draw/Loss 28/1/2 24/1/6 22/2/7 23/2/6 30/0/1 -/-1-
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TABLE 4. G-mean (%), Standard Deviation and Score of five state-of-the-art methods and the proposed method on all 31 selected KEEL datasets.
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Datasets RUS-SVM  ROS-SVM  SMOTE-SVM WSVM IRUS-SVM  Adaptive FH-SVM
Name G-mean G-mean G-mean G-mean G-mean G-mean
Dim/IR/Size Std/Score Std/Score Std/Score Std/Score Std/Score Std/Score
Glassl 75.75 71.08 76.17 76.02 77.78 80.80
9 x 1/1.82/214 2.07/5 1.39/6 0.83/3 1.18/4 0.88/2 1.42/1
Pima 74.92 74.92 76.00 75.23 76.02 76.10
8 x 1/1.87/768 0.37/5 0.38/5 0.54/3 0.61/4 0.43/2 0.63/1
Glass0 82.52 82.00 83.99 83.39 84.29 84.83
9 x 1/2.06/214 1.09/5 1.42/6 0.87/3 1.38/4 0.96/2 1.28/1
Haberman 64.62 64.34 64.30 63.79 69.12 65.84
3 x 1/2.78/306 1.86/3 0.68/4 0.54/5 0.80/6 0.88/1 1.54/2
Vehiclel 82.98 84.68 84.83 87.39 81.99 87.63
18 x 1/2.90/846 0.84/5 0.60/4 0.46/3 0.77/2 0.34/6 0.80/1
Glass0123vs456 94.40 93.57 95.77 95.48 94.94 96.26
9 x 1/3.20/214 0.32/6 0.68/2 0.73/5 0.51/1 0.21/3 0.49/4
Ecolil 89.79 89.72 89.81 89.82 88.72 89.91
7 x 1/3.36/336 0.87/4 0.34/5 0.51/3 0.70/2 0.51/6 1.05/1
Newthyroid?2 99.25 99.66 99.72 99.25 91.24 99.72
5 x 1/5.14/215 0.48/4 0.11/3 0.00/1 0.66/4 0.28/6 0.14/1
Ecoli2 92.29 93.63 93.86 94.15 89.87 94.51
7 x 1/5.46/336 1.18/5 0.49/4 0.91/3 0.39/2 0.36/6 0.29/1
Glass6 93.20 92.53 93.73 92.93 90.87 94.39
9 x 1/6.38/214 0.81/3 3.02/5 0.33/2 0.70/4 0.77/6 0.55/1
Ecoli3 89.40 88.74 87.47 89.85 86.93 90.97
7 x 1/8.60/336 1.25/3 1.04/4 0.86/5 0.73/2 0.59/6 0.46/1
Yeast05679vs4 78.06 77.89 79.26 79.75 77.96 78.05
8 x 1/9.35/528 4.09/3 0.84/6 1.32/2 0.76/1 0.45/5 0.86/4
VowelO 98.97 100.00 100.00 100.00 98.73 100.00
13 x 1/9.98/988 1.025 0.00/1 0.00/1 0.00/1 0.10/6 0.00/1
Glass016vs2 73.25 76.78 75.47 80.78 76.65 76.06
9 x 1/10.29/192 6.14/6 2.55/2 5.00/5 5.09/1 1.29/3 5.69/4
Glass?2 78.98 76.93 80.25 80.72 77.10 80.72
9 x 1/11.59/214 3.82/4 6.96/6 3.51/3 4.69/1 1.66/5 5.25/1
Shuttle-cOvsc4 99.99 99.99 99.99 99.92 98.26 99.99
9 x 1/13.87/1829 0.01/1 0.01/1 0.01/1 0.16/5 0.06/6 0.01/1
Yeastlvs7 76.65 75.20 74.34 76.24 72.46 72.26
8 x 1/14.30/459 2.18/1 3.57/3 3.61/4 0.87/2 0.52/5 6.59/6
Glass4 93.83 84.92 88.75 94.80 86.70 92.26
9 x 1/15.47/214 1.75/2 7.24/6 4.70/4 1.01/1 0.22/5 1.66/3
Ecoli4 92.49 90.33 92.78 93.11 86.61 93.31
7 x 1/15.80/336 1.43/4 1.18/5 1.26/3 3.54/2 0.48/6 0.96/1
Pageblocks13vs4 96.88 95.57 99.24 97.25 88.99 99.93
10 x 1/15.86/472 0.14/4 0.69/5 1.46/2 0.81/3 1.96/6 0.09/1
Abalone9-18 81.19 85.51 85.22 85.04 76.54 82.48
8 x 1/16.40/731 2.73/5 0.72/1 0.83/2 1.03/3 0.61/6 1.40/4
Glass016vs5 93.87 97.81 95.89 98.84 87.85 99.37
9 x 1/19.44/472 0.95/5 2.39/3 2.89/4 0.32/2 0.58/6 0.12/1
Shuttle-c2vsc4 99.92 100.00 100.00 88.49 95.12 98.67
9 x 1/20.50/129 0.16/3 0.00/1 0.00/1 6.93/6 2.18/5 0.67/4
Yeast1458vs7 66.79 62.19 66.81 65.91 68.47 63.89
8 x 1/22.10/693 1.26/3 3.75/6 2.68/2 1.48/4 1.69/1 4.90/5
Glass5 86.59 93.59 98.20 99.11 87.09 97.32
9 x 1/22.78/214 6.89/6 3.77/4 2.16/2 0.12/1 0.33/5 1.93/3
Yeast2vs8 75.89 73.50 76.68 73.97 76.66 74.56
8 x 1/23.10/482 1.44/3 3.67/6 3.01/2 4.64/5 2.29/1 2.76/4
Yeast4 78.26 76.00 79.23 84.44 77.38 77.51
8 x 1/28.10/1484 10.57/3 6.78/6 7.64/2 0.34/1 0.86/5 1.58/4
Yeast1289vs7 72.16 61.90 71.28 69.18 71.35 63.19
8 x 1/30.57/947 3.24/1 8.97/6 4.22/3 5.87/4 1.34/2 1.26/5
Yeast5 87.78 89.91 92.87 97.44 82.86 94.47
8 x 1/32.73/1484 5.86/5 1.58/4 0.99/3 0.13/1 0.08/6 1.90/2
Ecoli0137vs26 80.15 76.14 71.12 73.77 80.46 76.49
7 x 1/39.14/281 7.42/2 18.22/4 10.76/6 6.85/5 1.61/1 2.87/3
Yeast6 81.62 81.20 77.85 89.05 80.27 83.22
8 x 1/41.40/1484 2.85/3 1.41/4 5.57/6 0.44/1 1.07/5 0.2172
Average Rank 3.7419 4.2581 2.9032 2.8065 4.4516 2.2903
Final Rank 4 6 3 2 5 1
Win/Draw/Loss 21/1/9 25/2/4 19/3/9 18/2/11 24/0/7 -/-/-
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FIGURE 3. F-measure values (%) and G-mean values (%) of Adaptive FH-SVM with respect to C on the used datasets.
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C. ANALYSIS OF PARAMETERS

In the proposed Adaptive FH-SVM, there are four parame-
ters, i.e. the regularization parameter C, the Gaussian ker-
nel parameter €, parameters 7, y in the scaling factor,
impacting the classification performance. Therefore, we dis-
cuss the influence of these four parameters to our pro-
posed algorithm on 5 datasets selected from Table 1, that is,
Ecolil, Yeastlvs7, Yeast2vs8, EcoliOl37vs26, Yeast1289vs7.
It should be declared that when we discuss one parameter,

other parameters are set to the best ones selected by fivefold
cross validation.

130420

Figure 3-6 respectively show the F-measure value and
G-mean value of our proposed method with respect to
{C, €, T, y} on the above datasets. According to the figures,
the following conclusions can be found: (1) with the increase
of C, the performance take on the growth trend or steady
state. Overall speaking, a relatively small C is not proper to
the high performance. (2) With the increase of €, the values
take on a trend of first fluctuation and then stability. And
when e exceeds 0.5, the classification performance suffers
a significant decrease on most datasets, which demonstrates
that a small ¢ should be concentrated on during tuning
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TABLE 5. Results of Friedmen test.

a X% Fr o Hy-hypothesis
0.05 549667 16.4845 2.2745 reject
0.025 54.9667 16.4845 2.6521 reject
0.01 549667 16.4845 3.1416 reject

parameters. (3) The value of t has different influence
on different datasets. For example, t has more effect on
Yeast1289vs7 than Yeast2vs8. But generally speaking, a large
value is more beneficial to the performance. (4) With the

change of y, the performance changes are relatively smooth
and a small value makes more sense.

V. CONCLUSION

In this paper, we reshaped Hinge Loss with Focal Loss, and
further proposed the FH Loss devoting to the imbalanced
binary classification. FH loss aims at improving the accuracy
of each class and achieving a better trade-off between the pos-
itive and negative class performance so that the influence of
imbalance can be reduced. In order to solve the corresponding
optimization problem easily, we modified the FH loss and
proposed the Adaptive FH-SVM algorithm. The effectiveness
of our method is verified by comparing with five state-of-the-
art methods on 31 imbalanced datasets. Furthermore, at the
end of the experimental part, we analysed the influence of
parameters on the classification performance.

But without ignorance, due to the unsuitability for SVM on
large-scale datasets, the proposed method is confronted with
the same problem. Besides, the resource-constrained devices
and the selection of QP solver enlarge the training difficulty
on large-scale datasets. In the future, we will explore faster
algorithm to solve large-scale problems with the proposed
loss function and further extend to multiclass classification.
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