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ABSTRACT Weighted score fusion is a widely used score fusion scheme, but the weights need to be set
manually. The results generally vary greatly when the weights are different, so it is difficult to find the
optimal weights. This is why it is necessary to constantly set different weights for experimental comparisons
to find the optimal weights. In this paper, an improved fusion method is proposed for above shortcoming,
that is, multiplication fusion applicable to sparse representation. The fusion scheme not only is easy to use
but also does not need to be artificially set weights. Moreover, it is consistent with the correlation between
the classification error and the score obtained by the experimental analysis. In the field of face recognition,
it has been shown that the two-step face recognition (TSFR) based on representation using the original
training samples and the generated “‘symmetric face’ training samples can achieve excellent face recognition
performance. Face recognition based on multiplication fusion and TSFR proposed in this paper can further

improve the recognition accuracy.

INDEX TERMS Sparse representation, symmetrical face, face recognition, multiplication fusion.

I. INTRODUCTION
Face recognition is a kind of biometric recognition tech-
nology based on human facial feature information, so the
field of face recognition has been concerned by peo-
ple [1], [3]-[5]. Many papers have proposed corresponding
face recognition algorithms and face databases. But there are
still great difficulties in face recognition, such as different
illumination [6], facial expression [7], occlusion face [8] and
so on, which hinder the face accuracy recognition rate. Other
fields have put forward relevant methods to solve the existing
problems [9], [10], but still need to be solved in the field of
face recognition. Therefore, it is important to find more face
training samples to express these scenes and design a good
face recognition algorithm. More training samples can reflect
facial morphology better, which will improve the accuracy of
face recognition [11], [12].

Not enough face training samples is the biggest problem
that exist at present. The well-known face databases released
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include AR database, FERET database, ORL database, Yale A
database and so on. However, these face databases are still
unable to meet the needs of fully expressing the face mor-
phology, so the efficiency of correctly recognizing the face
does not meet our needs. How to improve the recognition
accuracy under the limited training samples is a problem to be
considered. In order to solve this problem, researchers have
proposed the concept of virtual sample, which is to synthe-
size a certain number of samples by using limited real face
samples [13]-[17]. These generated virtual samples may be
somewhat different from the original samples, but in general
they can be approximately equivalent to the different forms
represented by the original samples. However, the generated
virtual sample set is no more than the real training sample
set and still could not meet the actual needs. In [18], a new
training sample of “symmetrical face” is generated by using
the original training samples. Through this method, an orig-
inal training sample can generate two ‘‘symmetrical face”
training samples, which the training sample set is expanded
twice, thereby solving the problem of the small number of
face recognition samples, and the candidate faces can be
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quickly and accurately selected to improve the recognition
rate.

At present, many face recognition algorithms have been
proposed. For example, Rahimzadeh Arashloo ef al. [19]
proposed a new method for single sample face recognition
problem based on local dual-tree complex wavelet transform
(DT-CWT) representation which offers invariance to moder-
ate real world image variations, such as illumination, expres-
sion, head pose, shift and in-plane rotation. Mehta et al. [20]
proposed a novel approach to face recognition problem
using directional and texture information from face images.
Yang et al. [6] proposed an adaptive Weber-face method to
deal with varying lighting and extract illumination-insensitive
representation for face recognition. And the local binary pat-
terns are extracted from the Weber-face images which further
alleviate the effect of varying illumination. Feng et al. [21]
presented a novel face recognition method based on direct
discriminant Volterra kernels and effective feature classifi-
cation (DD-VK). This method can simultaneously maximize
inter-class distances and minimize intra-class distances in the
feature space. Gao et al. [22] to tackle this problem that
2-DPCA is not robust to outliers. They presented an efficient
robust method, namely R; -2-DPCA for feature extraction
which is not only robust to outliers but also helps encode dis-
criminant information. These classic algorithms have made
a huge contribution to the accurate recognition of faces.
Wright [23] proposed sparse representation algorithm has
been widely concerned and studied by researchers because
of its fast speed and high recognition rate. Wang et al. [24]
present a unified framework based on kernel collaborative
representation for linear and non-linear schemes. The frame-
work provides insights of the relationships among several
effective representation schemes, and facilitates the designing
of new algorithms by choosing kernel functions, regulariza-
tions, and/or additional constraints. Zhang et al. [25] made a
survey of sparse representation, and analyzed the rationales of
different algorithms in each category and summarized a wide
range of sparse representation applications. Sparse represen-
tation algorithm increases recognition speed and accuracy,
but there’s still a lot of research space in improving perfor-
mance. So, Xu et al. [26] propose a two-phase test sample
representation method for face recognition. The first phase of
the proposed method seeks to represent the test sample as a
linear combination of all the training samples and exploits the
representation ability of each training sample to determine M
“nearest neighbors” for the test sample. The second phase
represents the test sample as a linear combination of the
determined M nearest neighbors and uses the representation
result to perform classification. Based on ““two-phase’, some
improved algorithms are proposed, and excellent results are
obtained [17], [27], [28].

In this paper, the shortcoming of the paper [17] that need
to continuously experiment to find the optimal weights is
improved, that is, the final weighted score fusion is trans-
formed into multiplication fusion. The steps of the algorithm
are as follows: the first step generates ‘“‘symmetric face”
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FIGURE 1. Some original training samples of the ORL database and two
corresponding “symmetrical face” samples. The first line is the original
training samples, the second line is the “symmetrical face” samples
obtained from the left half of the original samples. and the third line is
the “symmetrical face” samples obtained from the right half of the
original samples.

training samples; the second step and the third step respec-
tively use the original training samples and the “‘symmetric
face” samples to perform two-step face recognition; the last
step is the weighted score fusion of the original algorithm
is transformed into multiplication fusion by using the scores
obtained in the second and third steps.

Il. ALGORITHM INTRODUCTION

In this section, we will mainly introduce the main algorithms
of the paper and improved method of the paper. Suppose there
are C classes, each of which has r training samples, denoted
by x1, ..., x, respectively. There is a total of M = Cr training
samples, each sample is converted into a one-dimensional
column vector.

A. ABBREVIATIONS AND ACRONYMS

In the algorithm, it is first necessary to generate correspond-
ing two ““‘symmetric face”’ training samples. For each original
training sample x;, two ‘“‘symmetric face” training samples
can be generated, expressed as sil, si2 respectively. The left
half of sil is the same as the left half of x;, while the right half
is the mirror of the left half of sil. On the contrary, the right
half of 512 is the same as the right half of x;, while the left
half is the mirror of the right half of siz. Figure 1 shows
some original training samples in the ORL face database
and the corresponding two “‘symmetrical face” training sam-
ples, in which the first line is the original training samples,
the second line is the first “symmetrical face” sample s},
and the third line is the second “‘symmetrical face” sam-
ple sl.z. Figure 2, Figure 3 and Figure 4 show some of the
original training samples of FERET, AR and YaleA databases
and two corresponding ‘“‘symmetrical face” training samples,
respectively.

Secondly, two-step face recognition is performed on the
original training samples and the ‘“‘symmetric face” train-
ing samples, respectively. The first step of face recogni-
tion is that the linear combination of all training samples is
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FIGURE 2. Some original training samples of the FERET database and two
corresponding “symmetrical face” samples. The first line is the original
training samples, the second line is the “symmetrical face” samples
obtained from the left half of the original samples. and the third line is
the “symmetrical face” samples obtained from the right half of the
original samples.

FIGURE 3. Some original training samples of the AR database and two
corresponding “symmetrical face” samples. The first line is the original
training samples, the second line is the “symmetrical face” samples
obtained from the left half of the original samples. and the third line is
the “symmetrical face” samples obtained from the right half of the
original samples.

approximately equal to the test sample. The formula is:
y=a1x1+...+ayxm (1)

a; is the corresponding coefficient of x;, y is the test sample,
and x;(i = 1,2,...,M) denote the training samples of
all these classes. Assuming that A = [a;...ay]’ . X =
[x1 ...xp], then equation (1) can be changed to:

y=XA 2

A is calculated by A* = (XTX + ul ) 'xTy, where  is a
small positive constant and [ is the identity matrix.

Next, calculate the representation error of the k-th class and
the test sample, using the formula:

!
di = |y =) ax; 3)
i=j 2

Among them, x;, ..., x; denote all the training samples
of the k-th class, di denotes the representation error, and
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FIGURE 4. Some original training samples of the YaleA database and two
corresponding “symmetrical face” samples. The first line is the original
training samples, the second line is the “symmetrical face” samples
obtained from the left half of the original samples. and the third line is
the “symmetrical face” samples obtained from the right half of the
original samples.

the smaller the di, the closer it is to the test sample.
Supposedi1, - - - s Qpm(dm1 < dpa ... < dpym) indicate that
the smallest m(m = 0.1C ~ 0.3C) selected in all rep-
resentation errors, which means that corresponding classes
Cml, - - - » Cmm are closer to the test sample, ¢1, - - - , Cpym are
candidate classes for the test sample. These training samples
of m candidate classes are retained, while training samples of
other classes should be discarded.

The above is the first step of face recognition, also known
as coarse classification. The second step of face recognition is
to operate on the remaining m candidate classes, also known
as fine classification.

In the fine classification, the test sample is represented by
a linear combination of the training samples of the remaining
m candidate classes, as follows:

y:ﬂlbl'i‘--"i'ﬂnbn 4

wheren is the number of all the training samples from the first
m candidate classes.y is the test sample, §; is the coefficient

of bj,and b;(i = 1, 2, .. ., n) represent the all training samples
of m candidate classes. Equation (4) can be written as:
y=Bg %)

where B = [by,...b,), B = [B1...Ba]". B is calculated by
using * = (BTB + yI) 'BTy. y is a small positive constant
and / is the identity matrix.

Suppose b, ..., b, denote the training samples of the
candidate class  (r € ¢im1, -+ Cum)» Bes - - - » B denote the
coefficients of b, ..., by ,respectively. The final effect of
class r can be evaluated by the representation error o.

h
or = |y—_ Bibi (6)
i=e 2
If o, is the smallest representation error, the test sample

y is finally assigned to the p-th class. In other words, the
test sample belongs to the p-th class, thus completing the
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fine classification. Through the above method, we can get
more accurate classification results and reduce the error rates.

Both the original training samples and the “‘symmetric
face” training samples can use the two-step sparse repre-
sentation with the smallest 2-norm method to calculate the
scores of the test samples and each class. In the sparse
representation algorithm, the score fusion has the following
advantages: the algorithm is classified based on the repre-
sentation error. When the representation error of a class is
smaller, the greater the probability of the test sample belongs
to this class. The corresponding scores are calculated through
the above method, and then the final score is obtained by
weighted score fusion.

gi1 represents the final score of the original training sam-
ples, and gl-2 represents the final score of the ‘“‘symmetrical
face” training samples. Finally, using the formula (7) for
weighted score fusion:

gi=wigl +wg? @)

wi and wy represent the weights of the original train-
ing samples and the ‘“symmetrical face” training samples,
respectively, and wi +wp = 1.

B. IMPROVED ALGORITHM

Weighted score fusion is generally better than feature fusion
and decision fusion. In the algorithm of [17], the scores of the
original training samples and the “‘symmetric face” training
samples are calculated by the two-step sparse representation
method with the smallest 2-norm. In the end, the scores
are fused by weighted score fusion. However, there is also
a defect: the weights of weighted score fusion need to be
set manually, and different weights will produce different
results. This requires constant experiments to select the opti-
mal weights, which is not suitable for practical applications.
Moreover, in practical applications, it is almost impossible to
find the optimal weights. To solve this problem, an improved
method is proposed in which the weighted score fusion is
replaced by multiplication fusion. The formula is:

fi=gg 8)

It is clear from the formula that multiplication fusion does
not require setting parameters. An algorithm that does not
require parameters in actual applications is a very practi-
cal algorithm, even reduce a parameter for existing algo-
rithms is a great progress. Even under certain conditions,
the “optimal” parameters can be roughly obtained by some
experimental means, but compared with the weighted score
fusion, the proposed multiplication fusion scheme can well
preserve the case that one of the algorithms has a small
representation error (the probability of belonging to a certain
class is very large). The average effect of weighted score
fusion is especially obvious, which will “smooth” out the
information of very small representation error obtained by
an algorithm. Here can be illustrated by an example: If the
representation error of a class obtained from the original
training samples is 0.1 for the test sample and that of the same
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class of the “symmetrical face” training samples is 0.8 for the
test sample. The weighted score fusion (two samples allocate
the equal weight coefficient 0.5) shows that the classification
error of the test sample is 0.45, which is likely to be judged as
not belonging to the class and will be classified as a mistake.
And the representation error of this class to test samples
obtained by multiplication fusion is 0.08, which reflects the
fact that the probability of test sample belongings to this class
is very high. Therefore, it is easy to get better classification
results.

C. NUMERICAL ANALYSIS OF THE RATIONALITY OF
THE ALGORITHM
The relationship between the final score and the original
score is linear in the weighted score fusion scheme f; =
wlgl-1 + wzgl.z, which does not necessarily conform to the
actual situation. Here, using the FERET database to illus-
trate why multiplication fusion is advantageous. There are
200 classes in the FERET database, and each class has 7
samples. Assuming that each class has 2 training samples, the
remaining 5 samples are test samples. There will be a total of
1000 test samples. As mentioned above, the class labels used
in the second step of face recognition are the first m classes
selected in the first step of face recognition with the smallest
representation errors. Here only aim at the original training
samples, select the smallest representation errors for 1000 test
samples, denoted by ey, ..., e1000, respectively. According
to the experimental results, e, .. ., e1goo is divided into five
intervals of [0, 0.6), [0.6, 0.7), [0.7, 0.8), [0.8, 0.9), [0.9, 1]
and the number of these intervals is statistically divided.
Among them, 136 of them are within the range of [0,0.6],
and 136 are classified correctly, that is, the correct classi-
fication rate is 100%, and the classification error rate is O.
There are 175 in the interval [0.6,0.7), and the correct num-
ber is 165. 336 are in the interval [0.7,0.8), the number of
correctly classification is 213. There are 347 in the inter-
val [0.8, 0.9), the correct classification number is 111. And
there are 6 in interval [0.9,1], the correct number is 0. The
histogram of Figure 5 shows the classification error rate for
each interval, the horizontal axis represents the minimum
representation error e;, and the vertical axis represents the
classification error rate. The histogram is represented by a
curve, as shown in Figure 6. It can be seen from the fig-
ure that the classification error rate has a nonlinear rela-
tionship with the original minimum representation error, that
is, with the increase of the minimum representation error,
the classification error rate shows a nonlinear rapid increase.
This shows that for the sparse representation method, if the
relationship between the final score and the original score
is nonlinear, the classification error rate will be very small.
Roughly speaking, the final score proposed in this paper has
a certain nonlinear relationship with the original score, so it is
reasonable.

Further formal analysis is as follows: Since g% is the score
of the “symmetrical face” training samples which is gener-
ated from the original training samples, it can be assumed that
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TABLE 1. Comparison of classification error rates in first stage of the FERET database.

Numbers of training samples per class
Original training sample classification error rate
"symmetric face" training sample classification error rate

Classification error rate through weighted score fusion

Classification error rate through multiplication fusion

1 2 3 4
0.5567 0.4160 0.5563 0.4467
0.5833 0.3920 0.4138 0.4583
0.5567 0.4020 0.5225 0.4250
0.5475 0.4000 0.4725 0.4133
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FIGURE 5. Error rates for each minimum representation error interval
classification.

Interval classification error rate

0.2 04 0 0.8 1

Minimum representation error

FIGURE 6. Classification error rate and minimum representation error
relationship.

g} = g7 + €, then for formula (8) there is f; = g7 (g7 +¢€) =
(812)2 + eg?. It can be seen that the result of multiplication

fusion is nonlinear with the original minimum representation
error, which will be more conducive to classification.

Ill. EXPERIMENTAL RESULTS
In the experiment, we used four databases of FERET
database [30], ORL database [35], AR database [36] and
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YaleA database [37] to carry out experiments. The fol-
lowing will analyse the results of each database by our
algorithm. Through the analysis of the results of the four
databases, we can get the improved algorithm is reasonable
and effective.

A. RESULT ANALYSIS OF FERET DATABASE
In the FERET database, there are 200 classes, and each class
has 7 samples. When the training samples of each class are
m(m<7), the test samples are (7-m). In the coarse classi-
fication stage (the first step), the algorithm is cooperative
representation classification (CRC) [29]. The original train-
ing samples of each class are 1, 2 and 3, 4 respectively, and
the corresponding ‘“‘symmetrical face” training samples are
2, 4 and 6, 8 respectively. In the first step, the classification
error rates of the original training samples and the virtual
training samples are compared, and the classification error
rates of the original training samples and the virtual training
samples are combined by the weighted score fusion(w; =
0.8,w> = 0.2) and multiplication fusion are compared,
as shown in Table 1. From the table, we can see that the
classified results may be less than ideal in the coarse classi-
fication stage. At this time, a method is needed to improve it.
What we propose is to enter the fine classification stage. That
is to say, it is necessary to discard the classes that are far
away from the test samples, and retain the relatively close
classes for fine classification and then perform face recog-
nition by the proposed algorithm. In the fine classification
stage, the classes which are closest to the test samples are
selected, that is, the class labels which are finally determined
from the coarse classification stage. Those classes which have
been discarded need not be considered any more. At this
stage, the improved multiplication fusion method is used for
score fusion to reduce the final classification error rates.
Table 2 shows the comparison of the original classification
error rates and the improved classification error rates with
different weights. Different weight values are taken in the
experiment, and the average classification error rates are
calculated. From the results of Table 2, on the one hand,
the classification error rates of the different weights selected
by the original algorithm are generally higher than that of
the improved algorithm, which shows that the improved
algorithm is useful. On the other hand, the classification
error rates of the improved algorithm are lower than the
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TABLE 2. Comparison of the classification error rate between the original algorithm of the FERET database and the improved algorithm.

Numbers of training samples per class

w; = 0.10
w, = 0.90
w_1=0.30
w, = 0.70
w; = 0.50
w, = 0.50
w; = 0.70
w, = 0.30
w;, = 0.90
w, = 0.10

Average classification error rate of the original algorithm
Improved classification error rate

0.4758

0.4658

0.4650

0.4850

0.5083

0.4799
0.4650

2 3 4
0.3030 03550 0.3433
0.2960 0.3600 0.3250
0.3100 0.3600 0.3083
0.3350 0.3925 03217
0.3580 0.4263 0.3383
0.3204 0.3788 03273
0.3100 0.3625 0.3050

TABLE 3. Comparison of the classification error rate between the original algorithm of the ORL database and the improved algorithm.

Numbers of training samples per class

w; = 0.10
w, = 0.90
w;, = 0.30
w, = 0.70
w; = 0.50
w, = 0.50
w; = 0.70
w, = 0.30
w; = 0.90
w, = 0.10

Average classification error rate of the original algorithm
Improved classification error rate

0.1469

0.1219

0.1031

0.1063

0.1031

0.1163
0.1031

3 4 5

0.1000 0.0917 0.1100
0.0857 0.0792 0.1050
0.0857 0.0750 0.0850
0.0893 0.0792 0.0900
0.0964 0.0750 0.0950
0.0914 0.0800 0.0970
0.0857 0.0750 0.0850

average classification error rates of the original algorithm,
which further ensures that the improved algorithm is effec-
tive. In the experiment, the classification error rates of the
original algorithm may be lower than the improved algo-
rithm, but the original algorithm setting and selecting a
reasonable weight is a difficult problem. In practice, the
weights set randomly may lead to relatively poor results.
A typical feature of practical applications is that they do
not know which type of score can produce better results,
thus setting a larger weighting factor. Although the test set
can be repeatedly tested under laboratory conditions, and
give a better weight coefficient on the test set according to
the classification results, it has no guiding significance for
practical application. Therefore, the proposed multiplication
fusion scheme is very meaningful. It does not need to set
parameters, only needs the original training samples scores
and the “‘symmetrical face™ training samples scores for mul-
tiplication fusion.

B. RESULT ANALYSIS OF ORL DATABASE

There are 40 classes in the ORL database. Each class has
10 samples. Table 3 shows the comparisons between the
classification error rates of the original algorithm under dif-
ferent weights and the improved classification error rates.

VOLUME 7, 2019

Different weight values are taken in the experiment, and the
average classification error rates are calculated. It can be seen
from table 3 that the classification error rates of the improved
algorithm are lower than the average classification error rates
of the original algorithm. The most important thing is that
the improved algorithm does not need to manually set the
parameters for multiple experiments, and the results can also
be optimized, which proves the rationality of the improved
algorithm.

C. RESULT ANALYSIS OF AR DATABASE

The AR database is also a face database that is often used for
face recognition. It consists of 120 classes, each with 14 sam-
ples. Table 4 gives the comparisons of the classification error
rates obtained by different training samples corresponding to
different weights in the original algorithm and the classifica-
tion error rates corresponding to the improved algorithm, and
compares the average classification error rates of the original
algorithm. It can be seen that the improved classification error
rates are lower than the average classification error rates of
the original algorithm. Although some classification error
rates in the original algorithm are lower than the improved
classification error rates, in practice, selecting the weights
will be difficult, which does not have favourable conditions
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TABLE 4. Comparison of the classification error rate between the original algorithm of the AR database and the improved algorithm.

Numbers of training samples per class 6 7 8 9
w; =0.10 0.1938 0.2357 0.0681 0.0500
w, = 0.90
w; =0.30 0.1875 0.2179 0.0514 0.0317
w, = 0.70
w; = 0.50 0.1865 0.2083 0.0389 0.0233
w, = 0.50
w; =0.70 0.1885 0.2167 0.0319 0.0200
w, = 0.30
w; =0.90 0.2000 0.2286 0.0319 0.0167
w, = 0.10
Average classification error rate of the original algorithm 0.1913 0.2214 0.0444 0.0283
Improved classification error rate 0.1844 0.2095 0.0389 0.0217
TABLE 5. Comparison of the classification error rate between the original algorithm of the YaleA database and the improved algorithm.
Numbers of training samples per class 2 3 4 5
w; = 0.10 0.2000 0.1250 0.1333 0.0667
w, = 0.90
w; = 0.30 0.2074 0.1500 0.1429 0.0556
w, = 0.70
w; = 0.50 0.1926 0.1417 0.1333 0.0556
w, = 0.50
w; = 0.70 0.2222 0.1583 0.1333 0.0667
w, = 0.30
w; = 0.90 0.2148 0.2000 0.1524 0.0667
w, = 0.10
Average classification error rate of the original algorithm 0.2074 0.1550 0.1390 0.0623
Improved classification error rate 0.1778 0.1417 0.1238 0.0556

for practical application. In contrast, the improved algorithm
does not require weights, which creates an advantageous
condition for the actual application.

D. RESULT ANALYSIS OF YALEA DATABASE

YaleA database possesses 165 images of 15 volunteers cre-
ated by the Center for Computing Vision and Control at Yale
University, which each volunteer has 11 images. In the exper-
iment, the training samples for each class were selected as 2,
3, 4 and 5. The results of the original algorithm at different
weights are compared and the average error rate is calculated
and compared with the algorithm of this paper. From Table 5,
it can be seen that the error rates of multiplication fusion
proposed in this paper are lower than the average error rates of
different weights of the original algorithm, and the proposed
fusion method does not need to set weights manually, which
reduces manpower and time, which is very meaningful for
practical application.
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IV. CONCLUSION

In this paper, an algorithm is proposed for improving the algo-
rithm of the paper [17]. The weighted score fusion proposed
previously has many inconveniences in selecting weighting
coefficients. It is necessary to manually set various weights,
and different weights will have different results. Finding the
optimal weights is a difficult process. In this paper, a score
fusion based on multiplication fusion is proposed without any
parameters, which is a great improvement. The experimental
results give proof and analysis to show that the multipli-
cation fusion proposed in this paper is effective. By using
the two-step sparse representation with the smallest 2-norm
method, the scores of the original training samples and the
“symmetrical face” training samples are calculated, and then
the final classification results are obtained by multiplica-
tion fusion. Multiplication fusion improves the accuracy of
classification. The algorithm of this paper is meaningful in
the following two aspects: first, the classification error rates
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of the algorithm are lower than the average classification
error rates of the original algorithm, which ensures that the
algorithm can get better results. Second, the fusion step of the
algorithm does not require any parameters. In the future, peo-
ple’s life is becoming more and more intelligent. Researchers
have also carried out researches in various fields for intelli-
gence [31]-[34]. And the intelligence of face recognition
has been gradually applied in real life. However, practical
problems such as face occlusion, illumination and expression
change need to be further studied.
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