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ABSTRACT In this paper, a novel heading angle estimation methodology for land vehicles using low-
cost sensors is proposed by combining the advantages of deep learning and enhanced digital map. First,
an intelligent perception model of heading-related information with hybrid structure is designed to estimate
the angle difference between the vehicle driving direction and the road direction. The intelligent perception
model comprises of a CNN based feature extraction model and a LS-SVM based nonlinear regression
model. The extracted senior features are utilized as the input of LS-SVM to predict the angle difference
between the vehicle driving direction and the road direction. Then, an enhanced digital map is established
to provide the road direction through map matching. Finally, the heading angle of the vehicle is obtained
by combining the angle difference and the road direction. In theory, the proposed heading angle estimation
methodology is not affected by the complex urban environment and is immune to cumulative errors. To verify
the feasibility and effectiveness of the proposed methodology, field experiments on different road types
and with different driving maneuvers were performed. The experimental results indicate that the proposed
methodology can achieve accurate heading angle estimation.

INDEX TERMS Enhanced digital map, heading angle, intelligent model, vehicle state estimation.

I. INTRODUCTION
Accurate vehicle motion parameters are the foundation of
autonomous driving and driving assistance system [1], [2].
Among all the vehicle motion parameters, the heading angle
is one of the most significant ones [3]. First of all, the heading
angle errors seriously affect the accuracy of the vehicle posi-
tioning solution in a complex urban environment [4]. Since
the vehicle position is one of the most required informa-
tion for many applications, such as vehicle navigation [5],
Location Based Service (LBS) [6], etc., the heading angle
errors will indirectly affect the overall performance of these
applications. Besides, due to the limitation of the degree of
freedom, the vehicle cannot move in an arbitrary direction.
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Thus, the heading information is required to control the
vehicle [7], or the vehicle cannot be controlled to reach the
destination.

For land vehicles, the highly accurate heading angle can be
acquired by using high-quality fiber-optic gyro [8]. However,
the high cost and government regulations impede the com-
mercial use of that sensor [9]. For mass-market application,
the sensors/methods which can acquire the heading angle
should meet the requirement of low cost. At present, the esti-
mation methods of heading angle for civil land vehicles can
be categorized as directmeasuringmethod and yaw rate based
method:

1) DIRECT MEASURING METHOD
The digital compass and two-antenna GNSS are two sensors
typically used to measure the heading angle of a moving
vehicle.
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The digital compass uses the magnetic sensor to obtain
the heading information by measuring the Earth’s Magnetic
Field, so the heading angle measured by the digital compass
is actually relative to the magnetic north [10], rather than the
geographical north (the true north). Although some compen-
sation can be used to correct the output of the digital com-
pass, the magnetic sensor is easily affected by the distortion
of the orientation due to magnetic interference that is very
frequently found in the urban environment.

In recent years, the two-antenna GNSS provides a highly
accurate solution for the vehicle heading angle measure-
ment [11]. Through installing two GNSS antennas along
the longitudinal axis on the roof of the vehicle, the heading
angle with high precision can be achieved with an appropriate
baseline (the distance between the two antennas). However,
the performance is severely affected by the status of GNSS,
which usually suffers from the signal block and fails in a com-
plex urban environment. Thus, the accuracy and reliability of
the heading angle measured by the two-antenna GNSS cannot
be guaranteed.

2) YAW RATE BASED METHOD
The yaw rate is the vehicle’s angular velocity around its
vertical axis. When the initial heading information of the
vehicle is known, the vehicle heading angle at each moment
can be obtained by integrating the yaw rate continuously [12].
The yaw rate estimation methods can be divided into four
categories: gyro based [3], kinematics model based [13],
dynamic model based [14], and machine vision based meth-
ods [15], [16]. Subject to the low-cost requirements of
in-vehicle sensors and the vibration of in-vehicle environ-
ment, it is difficult to obtain highly accurate yaw rate
and the estimated yaw rate usually contain some inevitable
errors [17]. Considering the principle of the yaw rate based
method, the heading angle is calculated through integration
so that the accumulated errors cannot be avoided. Thus,
the accuracy of heading angle estimation using this kind of
method will decline over time.

For the methods mentioned above, it can be concluded
that existing heading angle estimation methods are adversely
affected by the complex operating environment or cumulative
errors. In order to address these shortcomings, this paper
proposes a novel heading angle estimation method for vehi-
cles, which integrates the advantages of deep learning and
enhanced digital map.

Deep learning, especially Convolutional Neural Networks
(CNN), can grasp the high-level abstraction of raw image
data [18]. CNN integrates the learning of target pattern
features into the process of model establishment, and thus
reducing the incompleteness of general machine learning
algorithms caused by manual intervention in the feature
extraction process [19]. At present, in the application of
image classification and object detection, deep learning has
been confirmed to be superior to traditional algorithms and
can even surpass the average cognitive performance of human
beings [20]. There is an increasing trend to apply deep

learning to more research fields, including vehicle position-
ing, driving assistance, and autonomous driving.

With the popularization of the vehicle navigation system,
there is an increasing requirement of the digital map. In recent
years, the enhanced digital map has been developed by adding
the road and traffic information to the traditional digital
maps [21], [22]. Therefore, the function of the digital map has
been expanded, more than just navigation. Usually, the road
and traffic information contains traffic signs, traffic lights,
number of lanes, lane width, road slope, road curvature,
etc. The added information can be easily extracted by map
matching.

In this paper, the proposed heading angle estimation
methodology first estimates the angle difference between the
vehicle driving direction and the road direction based on deep
learning and then utilizes enhanced digital map to acquire the
current road direction. Therefore, the vehicle heading angle
can be obtained by combining the angle difference and the
road direction. The main contributions of the paper can be
summarized as:

1) An intelligent perception model of heading-related
information with hybrid structure is proposed to estimate the
angle difference between the vehicle driving direction and
the road direction. The senior features are extracted based on
CNN and then used for SVM regression. Experimental results
indicate that the intelligent perception model can adapt to
different motion types, including straight, curve and 90◦ turn.
To the authors’ knowledge, this aspect is seldom evaluated
and discussed in the existing literature.

2) The proposed vehicle heading angle estimation method-
ology is not affected by the signal blockage in a com-
plex urban environment or the cumulative errors in theory.
Besides, since the main information required by the pro-
posed solution comes from the camera and the enhanced
digital map, the hardware cost can be maintained at a low
level.

This paper is organized as follows. In the next section, the
overview of the proposed heading angle estimation method-
ology is given. Section III explains the detailed implemen-
tation of the intelligent perception model of heading-related
information. Section IV describes the design of the enhanced
digital map containing road direction information. Section V
presents the results of experimental validation. Section VI is
the concluding remark.

II. OVERVIEW OF THE PROPOSED METHODOLOGY
In this paper, the deep learning and enhanced digital map
are utilized to propose an intelligent vehicle heading angle
estimation methodology. The mechanism and functionality
are illustrated in Figure 1.

At first, the intelligent perceptionmodel of heading-related
information is established based on deep learning. The angle
difference between the current vehicle driving direction and
the road direction is estimated by the input of the image
taken by the forward-looking camera installed on the vehicle.
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FIGURE 1. Diagram of the proposed novel heading angle estimation
methodology.

Then, the enhanced digital map expands the road direction
information on the basis of the traditional digital map, and
the current road direction can be acquired by map matching.
Through combining the current road direction and the angle
difference between the current vehicle driving direction and
the road direction, the current heading angle of the vehicle
can be obtained.

There is no iterative process during the heading angle
estimation using the proposed methodology, so the results are
not affected by cumulative errors. When the training samples
for the intelligent perception model of heading-related infor-
mation are sufficient, the proposed methodology can adapt to
various motion types and different environment. Therefore,
the proposed methodology is not easily affected by the com-
plex urban environment. In addition, with the popularity of
dashcam and driving assistance equipment, the visual sensor
has almost become the standard configuration of civil vehi-
cles. The camera is affordable and widely used. Moreover,
because the enhanced digital map belongs to the software
equipment, it does not increase the hardware cost. Therefore,
the proposed methodology is low-cost and has the potential
for mass-market application.

Based on the estimation process shown in Fig 1, the accu-
racy of the proposed methodology is mainly affected by the
following three factors: 1) the accuracy of the map matching
algorithm; 2) the accuracy of the heading-related information
estimated by the intelligent perception model; 3) the accuracy
of the road direction information in the enhanced digital
map.

At present, there are many published research articles
about the map matching algorithms and most of them can
achieve good performance with accurate position informa-
tion. Thus, this paper will not focus on research about the
map matching algorithm. The research work of this paper
will focus on establishing the intelligent perception model
of heading-related information based on deep learning and
the enhanced digital map containing road direction infor-
mation. The intelligent perception model of heading-related
information is established based on the deep learning algo-
rithm. Due to the diversity and non-universality of deep
learning structure, it is necessary to develop the model
structure according to our special task. For the enhanced
digital map, there is no open-source map providing the road

direction or unified enhanced digital map-making method at
present. Thus, the design of enhanced digital map should also
be carried out according to the requirements of our proposed
methodology.

III. INTELLIGENT PERCEPTION MODEL OF
HEADING-RELATED INFORMATION
In order to estimate the heading-related information, i.e.
the angle difference between vehicle driving direction and
road direction (denoted as 1H ), an intelligent perception
model which adopts a hybrid structure is proposed based on
the advanced deep learning algorithm. First, a CNN based
feature extraction model is developed to excavate the fea-
ture of the input image. Every different 1H value can be
regarded as one kind of feature. However, this will lead to
a large number of defined features. In this paper, we merge
a certain range of 1H into one kind of senior feature
to reduce the total number of the features. Thus, the 1H
is divided into different categories and the feature extrac-
tion procedure can be transferred to a classification proce-
dure. Then, a nonlinear regression model is carried out to
predict 1H based on the senior features, i.e. the classifi-
cation results of 1H . Since the classification and predic-
tion of 1H based on deep learning are seldom discussed,
we have carried on the design of the overall model structure
according to the characteristics of the 1H , as shown in
Figure 2.

A. CNN BASED FEATURE EXTRACTION MODEL
CNN is a viable and effective alternative for feature extrac-
tion [19]. It can directly use image pixel information as the
input and conduct high-level abstraction through convolution
operation to realize image identification, classification, etc.
At present, some CNN-based classification models have been
published and widely tested, including VGG-16, ResNet50,
InceptionV3, etc. Thesemodels all have strong feature extrac-
tion ability and can achieve high accuracy when conducting
large-scale and multi-categories classification on ImageNet
dataset [23]. In this paper, the classification task has fewer
categories than the tasks of thewidely usedmodelsmentioned
above. The structure of these existingmodels is not so suitable
for our task. Therefore, we design a specific feature extraction
model with reference to the existing model rather than use
them directly.

According to the actual driving situation, the range of1H
is defined as [−90◦, 90◦]. When deciding the range of 1H ,
a conventional and simple method is linear division, namely
each category of senior feature has the same range of 1H .
Considering that 1H is small in most normal driving cases
and −90◦ or 90◦ only appears in extreme circumstances
in actual, the linear division may easily lead to the uneven
distribution of samples. Thus, we use a nonlinear method to
divide the range of 1H for better features expression. The
principle is that the range should be divided densely when
1H is small and the range should be divided sparsely when
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FIGURE 2. The hybrid structure of the intelligent perception model of heading-related information.

TABLE 1. Senior features labels and their corresponding 1H range.

1H is large. Specifically, some actual driving experience
is adopted to divide the range of [−10◦, 10◦] to reliably
distinguish the lane-changing maneuver, while other range
is divided by using a square growth method. To balance the
complexity of feature extraction model and the requirement
to explicitly express the feature of 1H , seventeen kinds of
senior features are finally determined. For clarity, different
numbers are used to represent different senior features. The
senior features labels and their corresponding 1H range are
shown in Table 1.

The feature extraction model uses multi-layer CNN to
extract the senior feature of the image. The multi-layer CNN
architecture is based on the principle of the human visual
system. Firstly, the basic object edges with directionality,
such as horizontal, vertical and slant lines, are detected. Then,
several edges are combined to represent the high-level fea-
tures of some objects. Finally, the detected parts are com-
prehensively recognized and judged for different categories.
Each deeper layer of CNN can extract more advanced features
than the previous layer. Comprehensively considering the

feature extraction ability and the complexity of the model,
an eight-layer (five convolution layers and three fully con-
nected layers) model structure is designed by referring to the
VGG-16, as shown in Figure 2. Generally, CNN consists of
three main layers: convolutional layer, pooling layer and fully
connected layer [24].

The convolution layer uses the convolutional kernel to
carry out convolution operation on the image matrix and
then extracts image features through an activation function.
We use the ReLu function as the activation function for the
convolution layers.

The input image matrix is expressed as:

input =


a11 a12 · · · a1H

a21
. . .

. . . a2H

· · ·
. . .

. . . · · ·

aW1 aW2 · · · aWH

 (1)

where a is the pixel information,W is the width of the image,
and H is the height of the image.

This model adopts a small convolutional kernel of 3 × 3,
which can reduce the number of parameters and keep the
appropriate local receptive field [25]. The small convolutional
kernel will contribute to the fast and effective feature extrac-
tion [26]. The expression of the convolutional kernel can be
written as:

filter =

 h11 h12 h13
h21 h22 h23
h31 h32 h33

 (2)

where h indicates the parameter of the convolutional kernel.
In the process of convolution operation, the convolutional

kernel (filter) is used as a window and sweep over the input
image matrix successively with a certain stride in the order of
from left to right and from top to bottom. In order to ensure
that the feature image obtained from the convolution opera-
tion has the same size as the original image, the zero-padding
method is used to fill the edge pixel of the original image
with the value of 0. The calculation method of convolution
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operation is:

netoij = conv(input,filter)

= ai,j×h11 + ai,j+1×h12+ai,j+2×h13+ai+1,j × h21
+ ai+1,j+1 × h22 + ai+1,j+2 × h23 + ai+2,j × h31
+ ai+2,j+1 × h32 + ai+2,j+2 × h33

1 ≤ i ≤ W , 1 ≤ j ≤ H (3)

The output of the convolution layer, i.e. the feature image,
has a lot of redundant information. Thus, the pooling layer
can be used to reduce the size of the feature image. The trans-
lation invariability of the pooling layer can retain the basic
information of the feature image [27]. Similar to the con-
volution operation, the practice of pooling layer also uses a
window to slide over the feature images after convolution
to realize dimension reduction. The difference is that there
is no overlap between each sliding window during pooling
operation. This model adopts the max pooling method to
achieve better feature extraction than the average pooling
method [28].When the size of the feature image is reduced by
the execution of pooling layer, the model parameters are also
reduced. Thus, the pooling layer can contribute to improving
the real-time performance of the feature extraction model.
Every convolution layer is followed by a pooling layer in the
developed model structure.

The fully connected layer is used to integrate the image
features extracted by the convolution layer and the pooling
layer. Every extracted element is connected to the nodes of
the fully connected layer. The proposed model contains three
fully connected layers. The activation functions of the first
two layers are ReLu, while the last layer adopts softmax as
the activation function. The softmax function is usually used
for multi-classification [29].

The output of the CNN-based feature extraction model
is the senior feature of the input image, i.e. the category
of 1H . Actually, the accuracy of the CNN-based classifica-
tion is hard to reach 100%, and the wrong extracted senior
feature (i.e. the wrong classification result) will lead to the
errors in the subsequent regression prediction. Especially for
the distinguished categories in the range of [−10◦, 10◦],
the small difference between different categories will easily
cause misclassification.

In order to alleviate the influence of the wrong senior
feature, a simple and effectivemethod is adopted in this paper.
When the vehicle is turning or changing lane, there must
be a change of the steering angle. Therefore, the informa-
tion of the steering angle can be used to judge whether the
extracted senior feature is right or wrong. When the extracted
senior feature shows that there is a certain angle difference
between vehicle direction and road direction, the steering
angle within 2s from the current moment is utilized for judge-
ment. If the steering angle does not change, the extracted
senior feature is indicated to be wrong and the result is
modified to the smallest 1H category, i.e. senior feature
label 8. On the contrary, if the steering angle does change,
the result is kept. This method can effectively eliminate the

wrong senior features when the vehicle is moving along the
road.

B. LS-SVM BASED NONLINEAR REGRESSION MODEL
The changes of the senior feature (the output of the
CNN-based feature extraction model) during a period of time
is corresponding to the changes of 1H . Thus, the estimation
of 1H can be achieved by learning the relationship between
the changes of senior feature and 1H .

Support Vector Machine (SVM) is an important traditional
Machine Learning algorithm, which uses the expansion theo-
rem of kernel function to establish learning machine in high-
dimensional feature space without the explicit expression of
nonlinear mapping [30], [31]. After the senior features of
the images are extracted, the nonlinear regression model is
established by using Least Squares Support Vector Machine
(LS-SVM), which has good generalization ability. LS-SVM
algorithm replaces the insensitive loss function in SVM with
2-norm error and replaces inequality constraints in SVMwith
equality ones. Thus, the LS-SVM requires only the solution
of a linear equation set instead of the computationally difficult
convex quadratic programming problem [32].

Considering a given training set of N1 data points{
xSVMi , ySVMi

}
i=1...N1

, where xSVMi ∈ Rn is the input vector
with n dimension, ySVMi ∈ r is the output vector with one
dimension. In the feature space, the LS-SVMmodel takes the
form:

f (x) = ωTϕ(x)+ bs (4)

where ω is an adjustable weight vector; ϕ(·) represents the
nonlinear function that maps the input data into higher dimen-
sional feature space; bs is the scalar threshold.

The objective function of LS-SVM is expressed as:

min J (ω, bs, es) =
1
2
ωTω +

1
2
γs

N∑
i=1

e2si

s.t. ySVMi = ωTϕ(xSVMi )+ bs + esi, i = 1, · · · ,N1 (5)

where es is the error variable; γs ≥ 0 is a regularization
constant which can be adjusted and optimized in the training
process. Smaller γs can avoid the overfitting problem in cases
with noisy data.

Using the Lagrange Multiplier Method to rewrite
equation (5) into an unconstrained form, the following equa-
tion can be obtained:

LSVM =
1
2
ωTω +

1
2
γs

N∑
i=1

e2si

−

N∑
i=1

αSVMi

{
ωTϕ(xSVMi )+ bs + esi − ySVMi

}
(6)

where αSVMi ∈ r (i = 1, . . . ,N1) are the Lagrange
multipliers.
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Let the partial derivative of equation (6) to ω, bs, es, αSVMi
to be zero:

∂LSVM
∂ω

= 0→ ω =

N∑
i=1

αSVMi ϕ(xSVMi )

∂LSVM
∂bs

= 0→
N∑
i=1

αSVMi = 0

∂LSVM
∂ek

= 0→ αSVMi = γsesi, i = 1, · · · ,N1

∂LSVM
∂αSVMi

= 0→ ωTϕ(xSVMk )

+ bs + esi − ySVMi = 0, i = 1, · · · ,N1

(7)

Using the equation set of (7) to eliminate ω and esi can
yield a linear system and avoid the quadratic programming
problem:[

0 1TN
1N �+ IN /γs

] [
bs
αSVM

]
=

[
0
YSVM

]
(8)

where YSVM =
[
ySVM1 , · · · , ySVMN

]T
; 1N is a n dimen-

sion vector with all the elements set as 1; αSVM =[
αSVM1 , · · · , αSVMN

]T
; IN is a N × N identity matrix; � ∈

RN×N is the kernel matrix defined by

�ij = ϕ(xSVMi )Tϕ(xSVMj ) = K (xSVMi , xSVMj )i, j = 1, · · · ,N1

(9)

where K (·, ·) is the kernel function.
In this model, the radial basis function (RBF) is used:

K (x, xSVMi )=exp

{
−

∥∥x−xSVMi

∥∥2
2

2σ 2
RBF

}
, i = 1, · · · ,N1 (10)

where
∥∥x − xSVMi

∥∥2
2 is the squared Euclidean distance

between the two feature vectors; σRBF represents the variance
of RBF, which can be adjusted and optimized in the training
process.

Further, the function expression of LS-SVM model for
regression can be written as:

f (x) =
N∑
i=1

αSVMi K (x, xSVMi )+ bs (11)

where αSVMi and bs can be solved by equation (8).
The input of the nonlinear regression model is the output

of the feature extraction model. In order to take consideration
of the time-related characteristics of1H , two delay modules
are utilized to delay the output of the feature extractionmodel.
The delayed senior feature labels during last two time steps
are set as the input together with the current senior feature
label:

LS − SVMinput =
[
ξ (k) ξ (k − 1) ξ (k − 2)

]
(12)

where ξ is the senior feature label outputted by the CNN
based feature extraction mode; k represents the current time
step.

FIGURE 3. The establishing process for the enhanced digital map
containing road direction information.

Obviously, the output of LS-SVM model is the angle dif-
ference between vehicle driving direction and road direction:

LS − SVMoutput = [1H (k)] (13)

After the intelligent perception model of heading-related
information is established, the must be well trained before the
model can be used to estimate the value of 1H . In order to
achieve good estimation performance, the training samples
should contain all categories of senior features in different
environments.

IV. ENHANCED DIGITAL MAP CONTAINING ROAD
DIRECTION INFORMATION
Compared with traditional digital map, the road direction
information is introduced to the enhanced digital map in this
paper. When using the enhanced digital map to provide the
road direction, the procedure of map matching is executed
and the result of map matching is used to determine the
output. Thus, the enhanced digital map should have high pre-
cision to avoid the matching errors caused by the insufficient
accuracy of the map position.

The process to establish the enhanced digital map is
shown in Figure 3. The road location with high preci-
sion is acquired to ensure the high accuracy of the dig-
ital map. Note that, in order to ensure the continuity of
road direction information, the data acquisition and produc-
tion process of each road in the digital map is carried out
independently.

The acquired road location points Pq(λq,Lq) are defined
as road nodes, where the subscript q presents the qth location
point, λ is the longitude, and L is the latitude. The core of the
enhanced digital map in this paper is to calculate the direction
of each road node. In order to calculate the direction of the
road node, the direction between two adjacent road nodes
should be calculated first. Considering that the Gauss plane
rectangular coordinate system is usually adopted to display
the published map and the direction between two road nodes
can be easily calculated in the plane rectangular coordinate,
the acquired road position information is transformed from
the Earth Centered Earth Fixed coordinate system (longi-
tude and latitude) to the Gauss plane rectangular coordinate
system before calculating the direction information. After
that, the slope of each road node is calculated to obtain the
direction of the road node. Besides, the slope of the road node
is also a necessary parameter to establish the road model.
In this study, five adjacent road nodes are used to calculate
the slope of the intermediate node, which is also known as
the AKIMA method [33].
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The slope of the line segment between two adjacent nodes
can be expressed as:

mq =
Yq+1 − Yq
Xq+1 − Xq

q = 1, 2, . . . ,M − 1 (14)

where Xq is the vertical coordinate of the qth road node
in the Gauss plane rectangular coordinate system, Yq is the
horizontal coordinate of the qth road node in the Gauss plane
rectangular coordinate system, M is the total number of the
road nodes.

According to the AKIMAmethod, the slope of the qth node
can be expressed as:

tq =


1
2
(mq−1 + mq) mq−2 = mq−1 6= mq = mq+1∣∣mq+1−mq∣∣·mq−1+∣∣mq−1−mq−2∣∣ · mq∣∣mq+1 − mq∣∣+ ∣∣mq−1 − mq−2∣∣ other

q = 1, 2, . . . ,M (15)

In order to calculate the slopes of all the road nodes, some
equations should be supplemented, including m0 = 2m1-
m2, m−1 = 2m0-m1, mM = 2mM−1-mM−2, mM+1 =
2mM -mM−1.
The direction information of each road node can be

obtained by executing the arctangent operation of the results
of equation (15). The principal value range of the arctangent
function is [−90◦, 90◦], however the heading angle range in
this paper is defined as [0, 360◦]. Besides, the north direction
is defined as 0◦, and the heading angle increases in the
clockwise direction. The road direction should have the same
definition with the heading angle. Thus, the direction of the
qth road node in the heading angle range defined above can
be expressed as follows:

θq =


π

2
− arctan(tq), Xq < Xq+1

3
2
π − arctan(tq), Xq > Xq+1

(16)

The road direction calculated by equation (16) is deter-
mined by the driving direction of the vehicle during the
data acquisition process. For two-way roads, they have two
opposite road directions. The opposite road direction can be
obtained by adding or subtracting π to the direction obtained
by equation (16).

Similarly, the AKIMA method is adopted to establish the
cubic polynomial curve equation between two adjacent road
nodes as the road model. In order to keep the smoothness
of the road model, the whole road should have continuous
first order derivative. For the interval of two adjacent nodes
(Xq, Yq) and (Xq+1, Yq+1), the following equations should be
satisfied: 

Yq = f (Xq)
Yq+1 = f (Xq+1)
dYq
dXq
= tq

dYq+1
dXq+1

= tq+1

(17)

Then, the cubic polynomial determined by the interval of
[q, q+ 1] is

f (x) = τ0 + τ1(x − Xq)+ τ2(x − Xq)2 + τ3(x − Xq)3 (18)

where τ0 = Yq, τ1 = tq, τ2 = (3mq−2tq−tq+1)/(Xq+1−Xq),
τ3 = (tq+1 + tq − 2mq)/(Xq+1 − Xq)2.
Finally, the road models, the road directions, and the longi-

tude and latitude information of the road nodes are imported
into the digital map-making software ArcGIS to complete the
enhanced digital map [34].

The process above completes the production of one single
road model in the enhanced digital map. When the required
enhanced digital map contains multiple roads, the process
above should be repeated for every road.

It should be noted that the enhanced digital map only con-
tains the direction information of the road nodes. When using
the enhanced digital map, the road direction of any arbitrary
point of the road can be obtained through the interpolation
method. Besides, another convenient and fast method can be
adopted. Considering that the distance between two adjacent
road nodes used to establish the enhanced digital map is short,
the difference between the direction information of the near-
est road node and the actual position is small. Thus, the road
direction of the nearest road node captured by map matching
can be determined as the output, i.e. the road direction of the
actual vehicle position.

V. EXPERIMENTS AND RESULTS
A. EXPERIMENTAL EQUIPMENT AND TRAJECTORIES
In order to verify the feasibility and accuracy of the proposed
heading angle estimation methodology, several experiments
were conducted by using a Chery TIGGO5 sport utility vehi-
cle on real road. The sensors used in the experiments included
a high-precision integrated navigation system SPAN-CPT,
a low-cost GPS, and a camera. The positioning accuracy of
SPAN-CPT system is 0.01 m with GNSS observations and
0.02 m during 10-s outages. The heading angle accuracy of
SPAN-CPT system is 0.03◦. In this experiment, the position
information collected by the SPAN-CPT system was used
to make the enhanced digital map containing road direction
information, and the heading angle information was also
used as a reference to verify the accuracy of the proposed
heading angle estimation methodology. The low-cost GPS
adopted the C230-AT provided byBeijing BDStar Navigation
Company Ltd. The accuracy for the position is 3 m with
available GPS signal. Note that it is the vehicle position that
is required for the map matching process of the proposed
methodology rather than the GPS. The vehicle position can
also be provided by other sensors or methods, such as the
Dead-Reckoning method using odometer or INS. In order to
obtain the vehicle position information conveniently, the low-
cost GPS was used during our experiment. The on-board
network camera was provided by the Hikvision. During the
experiments, the camera was installed at the middle part of
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FIGURE 4. The two road-test trajectories of the experiments:
(a) trajectory 1; (b) trajectory 2.

the front windshield inside the vehicle to capture the image
information in front of the vehicle.

The trajectories during the experiments are shown in
Figure 4. Different road types were taken into consideration
when choosing the trajectories, including straight, 90◦ turn,
and curve. Besides, some typical urban driving maneuvers,
such as lane changing, were conducted during the experi-
ments. The road types and driving maneuvers are conducive
to verifying the performance of the proposed intelligent head-
ing angle estimation method.

B. RESULTS OF THE ENHANCED DIGITAL MAP
The enhanced digital maps of the two test trajectories are
shown in Figure 5. The red lines represent the road with
direction information modeled by the data acquired by the
SPAN-CPT system. During the experiments, the shortest pro-
jection distance method is adopted for map matching, and
the output of the enhanced digital map is the road direction
information of the nearest node according to the matching
result.

FIGURE 5. The enhanced digital map of the experimental trajectories:
(a) the map of trajectory 1; (b) the map of trajectory 2.

C. SAMPLES AND TRAINING PROCEDURE OF THE
INTELLIGENT PERCEPTION MODEL
Sample preparation is the prerequisite to train the intelli-
gent perception model of heading-related information. The
quantity and quality of the samples determine the application
performance of the model.

During the process of making the enhanced digital map
mentioned above, the camera information and the vehicle
heading information obtained by the SPAN-CPT system are
also collected synchronously with the road location informa-
tion. The true value of 1H can be calculated by subtracting
the road direction provided by the enhanced digital map from
the heading angle provided by the SPAN-CPT system. The
true 1H is the target value to train the intelligent perception
model. Then, the corresponding label of the true 1H can
be obtained according to Table 1. The label information the
target value of the senior feature to train the CNN based
feature extraction model.

The image information acquired by the camera and label
information constitute the samples of the CNN based feature
extraction model, while the label information and the true
1H constitute the samples of the LS-SVM based nonlinear
regression model.
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FIGURE 6. The road direction obtained by the enhanced digital map
during trajectory 1.

Note that, when the vehicle is driving along the road, the
1H is very small. The 1H can reach relatively high value
when the vehicle is turning 90◦ or changing lane. In order
to keep the balance of various senior features in the training
samples, the number of the training samples during large
maneuvers (90◦ turn, lane change, etc.) should be close to
the number of the training samples during small maneuvers
(driving along the road).

After the training examples are ready, the CNN based
feature extraction model and the LS-SVM based nonlinear
regression model are trained separately.

D. VALIDATION OF HEADING ANGLE ESTIMATION
Utilizing the well-trained intelligent perception model and
the established enhanced digital map, the validation of head-
ing angle estimation is conducted by re-acquiring the sensor
data on the two trajectories mentioned above.

The road direction obtained by matching the vehicle posi-
tion with the enhanced digital maps during the experiment on
trajectory 1 is shown in Figure 6. It can be seen that output
direction is accurate and reliable using the map matching
algorithm.

For trajectory 1, the accuracy for senior feature extrac-
tion (i.e. the classification accuracy) is 94.7%. Although the
accuracy is high, the several wrong senior features will cause
estimation error of the heading angle. After correcting the
wrong senior feature using the method mentioned at the end
of Section III.A, the final estimation results of the heading
angle can be obtained, as shown in Figure 7. The reference is
the vehicle heading angle provided by the SPAN-CPT. It can
be seen that the proposed methodology can accurately esti-
mate the heading angle during the whole experiment, even the
vehicle is turning or changing lane. To clearly demonstrate the
performance of the proposed positioning methodology, two
representative situations were chosen to show the estimation
results, asmagnified in Figure 7. Figure 8 illustrates the actual
scene taken by the camera during the magnified 90◦ turn
process, while Figure 9 gives the scene during the magnified
lane changing process.

The output of the enhanced digital map (road direction)
during trajectory 2 is shown in Figure 10, while the results

FIGURE 7. The results of the proposed heading angle estimation
methodology during trajectory 1.

FIGURE 8. The scene of 90◦ turn during trajectory 1.

of the proposed heading angle estimation methodology on
this trajectory are illustrated in Figure 11. During this trajec-
tory, there are more curves than trajectory 1, thus the task
of extracting senior feature is more difficult and it is more
challenging to estimate the heading angle. From Figure 11,
it can be seen that the estimation results of the proposed
methodology are close to the reference on the whole.

The statistics of the heading angle errors during the experi-
ments on the two trajectories are shown in Table 2. The errors
on trajectory 2 is a little bit larger than those on trajectory 1.
There are many straight ways on trajectory 1 and the change
of scene is not significant. These are all to the benefit of the
estimation results. For trajectory 2, there are more curves
and the change of scene is significant. These all raise the
difficulty of heading angle estimation. However, the heading
angle errors remain small in general. The proposed heading
angle estimation methodology can achieve high accuracy on
both trajectories.
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FIGURE 9. The scene of lane change during trajectory 1.

FIGURE 10. The road direction obtained by the enhanced digital map
during trajectory 2.

FIGURE 11. The results of the proposed heading angle estimation
methodology during trajectory 2.

E. ANALYSIS AND DISCUSSIONS
Due to different hardware, measuring principle, and operat-
ing environment, it is difficult to give an accurate and fair
comparison between our proposed heading angle estimation

TABLE 2. Statistics of the heading angle errors during the two
trajectories.

TABLE 3. Comparison between the affordable heading angle estimation
methods for land vehicles.

methodology and others. We make the following analysis
and discussions to further demonstrate the superiority of our
proposed methodology.

Two typical sensors using different measuring principles
are selected to compare with our proposed methodology.
One is the MEMS-based IMU MEMSIC VG440, the other
is the compass engine KVH C100. These two sensors are
usually used to measure the heading angle, and they are both
affordable for civil vehicles. The comparison of the reliability
and disadvantages are listed in Table 3.

In conclusion, our proposed methodology can achieve
equivalent accuracy with the nominal value of the two com-
mon sensors mentioned above. The VG440 can reach the
accuracy of 1◦ with valid GPS-Aiding input data, while the
KVH C100 has the accuracy of 0.5◦ after compensation
in a free magnetic field. Based on the results shown in
Section V.D, the accuracy of the proposed methodology can
be determined as <1.64◦. However, our proposed methodol-
ogy can essentially avoid the disadvantages of the poor relia-
bility of the two sensors. The heading accuracy of VG440will
rapidly decline when the GPS aiding data is unavailable. The
accuracy of KVH C100 will degrade when facing magnetic
interference. Thus, we can confirm that the proposed heading
angle estimation methodology has certain advantages over
the existing methods.

VI. CONCLUSION
This paper has presented a novel heading angle estimation
methodology for land vehicles using low-cost sensors. The
goal is to propose a heading angle estimation solution that
is not affected by the complex urban environment and is
immune to cumulative errors.

The proposed methodology combines the advantages of
deep learning and enhanced digital map to achieve an accu-
rate and reliable heading angle estimation for land vehi-
cles. First, the proposed methodology employs an intelligent
perception model of heading-related information to estimate
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the angle difference between the vehicle driving direction and
the road direction (1H ). The intelligent perception model
utilizes CNN to extract senior feature, i.e. the label of cor-
responding 1H range, and adopts LS-SVM to predict 1H
based on the extracted senior feature. Then, an enhanced dig-
ital map is established to provide the road direction through
map matching. Finally, the heading angle of the vehicle can
be obtained by combining the predicted 1H and the road
direction.

The proposed heading angle estimation methodology is
successfully implemented and evaluated through field tests.
The experimental results indicate that the proposed method-
ology can achieve good performance on different road types,
including straight, curve, 90◦ turn, etc. Through analyzing
and comparing the proposed methodology with existing rep-
resentative methods, it can be concluded that our approach
fulfills the objective of providing an accurate and low-cost
heading angle estimation solution in the urban environment.
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