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ABSTRACT Fake or tampered images pose a real problem in today’s life. It is easy to unknowingly be
drawn to an interesting image that is false. Recently, with the emergence of generative adversarial networks
(GANs), it becomes much more easy to generate high-quality fake images in a very realistic way. However,
the current digital image forensics algorithms mainly focus on the detection of traditional tampered images
or need prior knowledge of the network structure of GANs. Hence, verifying the authenticity of an image is
very challenging. In this paper, we propose a general method for simultaneously detecting tampered images,
and GANs generated images. First, we use the Scharr operator to extract the edge information of the image.
Then, we converted the edge image information matrix into the gray level co-occurrence matrix (GLCM)
to scale the image without loss of image information. Finally, GLCM was fed into the deep neural network
designed based on depthwise separable convolution for training. Compared with other methods, our model
achieves a higher macro average of F1 score of 0.9865. Meanwhile, our method has better performance in
detecting tampered images and has strong generalization ability for many GANs models.

INDEX TERMS Digital image forensics, generative adversarial networks, deep learning, convolutional
neural networks.

I. INTRODUCTION
Over the past several years, digital image editing software
has developed rapidly, such as photoshop. Convincing fake
images can be created by an ordinary user with a little knowl-
edge of how to use the image editing software. With image
editing, people’s lives become rich. However, malicious tam-
pering will have a severe negative impact on individuals and
even the government. At present, the digital image is facing a
severe crisis of trust, which makes it very important to judge
the authenticity or credibility of a digital image.

Generally, digital image forensics is divided into active
forensics and passive forensics. In active forensics, special
marks are needed, such as digital watermarks. And tamper-
ing can be detected by damaged image watermark. Active
forensics requires image preprocessing before image release.
Instead, passive forensics directly detects a digital image rely

The associate editor coordinating the review of this manuscript and
approving it for publication was Liehuang Zhu.

on some algorithms. In most passive forensics algorithms,
image features are extracted after image preprocessing, and
then SVM is used to classify [5]–[7], [27].With the successful
application of convolutional neural networks (CNN) in the
field of image classification, CNN has been used to detect
tampered images in some works [8], [15]. Among tampering
techniques, splicing, removal, and copy-move are the most
common editing operation. In this paper, we mainly discuss
the detection of the above three tampering operations.

Moreover, with the development of deep learning, the field
of image generation has achieved great success. In 2014,
Goodfellow first introduced the generative adversarial net-
works (GANs) [1]. It consists of two parts, which are the
generator and the discriminator. During the image generation
process, the generator aims to produce fake images while the
discriminator aims to distinguish between the real images and
fake images. Via an adversarial process, the generator will be
able to generate images that look like the real from scratch
in the end [2]–[4], [16], [17], [26], [28]. Obviously, the fake
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images created by this new technology has an enormous
potential damage. Therefore, it is necessary to detect the
images generated by the GANs.

In order to solve these problems, some detection algo-
rithms have been proposed. However, these algorithms cannot
detect tampered images and GANs generated images at the
same time. Moreover, the detection algorithms for GANs
generated images just haveweak generalization ability. In this
paper, we propose a method that can detect both tampered
images and GANs generated images with a high macro aver-
age of F1 score of 0.9865. In addition, our model achieved
good performance in just detecting tampered images and
has strong generalization performance to a variety of GANs
models in detection (the model is trained on the datasets
generated by BigGANs and can detect the images generated
by a variety of other GANs models). Our code is available at
https://github.com/yuleung/image_forensics, and the dataset
is also described in detail here.

The main contributions of this paper are summarized as
follows:

• To our knowledge, this is the first time that a single
model is used to detect tampered images simultaneously
and GANs generated images.

• Wefind a general methodwhich introduces a strong gen-
eralization ability into the detection of images generated
by various GANs.

• We propose a structure with depthwise separable con-
volutions as the main component which with a smaller
number of parameters compared with the one consists of
traditional convolution.

• Compared with previous work, our method has good
performance in detecting tampered images.

This paper is organized as follows. We discuss the related
work of the detection of image tampering and GANs gen-
erated images in Section II. We explain our approaches in
Section III, and describe our evaluation results in Section IV.
Finally, Section V offers our conclusions.

II. RELATED WORKS
In this section, we will briefly review the previous detection
work on tampered images and the achievements of GANs in
the field of image generation.

A. DIGITAL IMAGE TAMPERING DETECTION
Image tampering detection has always been a research
hotspot, and researchers have done a lot of work.
Wang et al. [5] proposed that splicing traces were easier
to be detected in YCrCb color space than in RGB color
space. Muhammad et al. [7] used a steerable pyramid trans-
form (SPT) and local binary pattern (LBP) to extracted fea-
tures. Agarwal and Chand [36] proposed a image tampering
detection method in accordance with wavelet transform and
texture descriptor. Wang et al. [6] proposed to model the
edge image as a finite-state Markov chain and extract low
dimensional feature vector from its stationary distribution for

FIGURE 1. The first line is the tampered image, and the second line is the
GANs generated image. For tampered images, the attacker will erase the
tampering traces in the RGB image as much as possible for the attack.

tampering detection. Bayar et al. [8] proposed a new type of
CNN layer, called a constrained convolutional layer, which
can suppress the content of a image and adaptively learn
manipulation detection features. Rao et al. [15] initialized
the first layer convolution kernel in their proposed CNN
model with the basic high-pass filter set in a spatial rich
model (SRM) [9]. Then they extracted image features using
the pre-trained CNN model which trained in the training
set. Zhou et al. [10] proposed a two-stream Faster R-CNN
network for the detection task. Their model consists of two
sub-networks, SRM noise stream sub-network and RGB
stream sub-network, which were trained to extract different
features respectively. Finally, the tampered area was detected
by analyzing the two features. Moreover, Wang et al. [29]
use a Dilated Residual Network variant(DRN-C-26) [30] to
detect image warping applied to human faces.

B. GANs IN IMAGE GENERATION
Since GANs was first proposed in 2014, various variations
of GANs were proposed. Unlike the original GANs which
can only generate gray images of the handwritten digitals,
the current GANs can generate multiple categories of realistic
color images (as shown in the second line of Fig 1).

PGGAN [16] can generate 1024 × 1024 high-definition
image. The key ideal of PGGANs is to grow both the
generator and discriminator progressively: starting from a
low resolution. SNGAN [17] used spectral normalization
to stabilize the training process of the discriminator and
got the generated images with better or equal quality.
BigGANs [2] has been trained as the largest model of GANs
and made the input of the generator amenable to a truncated
distribution during training. The diversity and fidelity of
the generated images have a lot of progress. StyleGAN [3]
designed a new generator architecture used the ideal of style
transformation, and it works well when the generated image
contains only a single object. StackGAN [4] designed a two-
stage generation process that generates corresponding images
based on the description of the sentence. pix2pixhd [22]
proposed a method for synthesizing high-resolution photo-
realistic images from semantic label maps rely on the struc-
ture of multiple generators and multiple discriminators.
CT-GAN [23] used GANs to add or remove evidence of
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FIGURE 2. The overall framework of our proposed. In here, T is the truncation operation for edge information matrix.

medical conditions from volumetric (3D) medical scans.
Moreover, researchers have also done some work on the
forensics of GANs generated images [11]–[13], [31], [32],
[35].

III. APPROACH
The model we to detect both tampered images and GAN
generated images as Fig 2. It is mainly divided into three
parts: feature extraction, image scaling, and classification.
At first, we transform the image from RGB color space to the
YCrCb color space and then use the Scharr operator to extract
the image edge information of the Cr and Cb component. The
gray level co-occurrence matrix (GLCM) [24] be followed,
which was used to unify edge matrix of different sizes to the
same size. Finally, the GLCM will be feed into a deep neural
network based on depthwise separable convolution that we
designed to get the classification results.

A. FEATURE EXTRACTION
YCrCb is a group in colors space just like RGB,whereY is the
luminance component of the image, Cr and Cb are the chroma
components. In general, the images that are stored on a hard
drive and seen on the Internet are RGB images. For tampered
images, the attacker will erase the tampering traces in the
RGB image as much as possible for the attack (as shown in
the first line of Fig 1). Therefore, it is challenging for people
to discriminate whether an RGB image is a tampered image
just using their eyes. However, from the first row of Fig 4,
it can be seen that the tampering traces is more pronounced
in the chromatic components (the spliced bird has a smoother
edge than the other parts). Moreover, as shown in Fig 3,
we found that there is also edge information between the
foreground and background of the image generated by GANs
or within the object. We convert the RGB image into the
YCrCb color space and extract the Cr and Cb chrominance
components.

And as shown in the Y component image in Fig 4,
the Y component contains the main content details of the
image, while the content details of the image will cover the
edge information generated by tampering. The CrCb com-
ponent contains less detailed information about the content

FIGURE 3. Fake face images generated by StyleGAN. The edges of hair,
ears, collars, and teeth have distinct information.

of the image. This enables our model to focus more on the
analysis of image edge information. To weaken the influence
of the image content, and to extracted the key information
of tampering. When the conversion is completed, we use the
edge detection operator to obtain image edge information
with the 3× 3 kernel.
The Sobel operator is one of the most important operators

in image edge detection, and the Scharr operator is a variant
of the Sobel operator, and it is more sensitive to edges than the
Sobel operator. Scharr operator has two operators just like the
Sobel operator, one for detecting vertical edges and another
one for detecting horizontal edges. The specific form of its
operator is as shown in Fig 5.
The process of extracting image edge information using the

Scharr operator are as follows:

Px(i, j) = |v11P(i+ 1, j+ 1)+ v13P(i+ 1, j− 1)

+ v21P(i, j+ 1)+ v23P(i, j− 1)

+ v31P(i− 1, j+ 1)+ v33P(i− 1, j− 1)| (1)

Py(i, j) = |h11P(i+ 1, j+ 1)+ h12P(i+ 1, j)

+ h13P(i+ 1, j− 1)+ h31P(i− 1, j+ 1)

+ h32P(i− 1, j)+ h33P(i− 1, j− 1)| (2)

P′(i, j) = 0.5× Px(i, j)+ 0.5× Py(i, j) (3)
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FIGURE 4. An example of splicing (the bird in the upper right corner of
the image is cut from other photos). The first line from left to right is the
Y, Cr and Cb component of the image in the YCrCb color space, and
the second and third lines are the result of edge extraction using the
Sobel operator and Scharr operator respectively corresponding to the
first line.

FIGURE 5. The left is the operator in Scharr to do vertical edges detection,
and the right is the operator in Scharr to do horizontal edges detection.

where | · | is the operation of taking absolute value. vij is the
value of vertical edge detection operator located at (i, j). hij
is the value of horizontal edge detection operator located at
(i, j). P(i, j) is the gray value of image located at (i, j). Px(i, j)
and Py(i, j) are the edge information of the image filtered
by Scharr operator in the vertical direction and horizontal
direction respectively.P′(i, j) combines horizontal edge infor-
mation and vertical edge information.

The edge information results are shown in Fig 4. It can
be seen that the tampering operation area has smoother
and brighter edge information than the real area in the
edge information matrix of the Cr component and the Cb
component.

FIGURE 6. The cumulative probability of the values in the edge
information matrix calculated from 12,369 images in the training set.

B. IMAGE SCALING
The texture of an image is formed by the repeated occurrence
of the grayscale which distribution in a specific spatial loca-
tion, and gray level co-occurrence matrix (GLCM) extracts
the texture of the image by extracting characteristics of the
gray spatial correlation. There are two reasons why we con-
vert the image edge information matrix to the GLCM:

1) The pixels of an image are undetermined in the
practical application of image forensics. Meanwhile,
a CNN-based classifier usually requires the input data
to have a specific size, and the detailed information of
images is particularly important for detecting tamper-
ing operations. The size of the GLCM depends on the
maximum gray value in the image. Therefore, GLCM
can resize the edge informationmatrix to a uniform size
without losing image details.

2) According to the characteristics of GLCM, the smooth
edge corresponding to the tampered area and the rough
edge corresponding to the untampered area in the edge
image have different representations in GLCM.

The maximum value of edge information matrix obtained
after Scharr operator filtering can up to 4080, but we find
that the values of the edge information matrix of the image
calculated by Scharr operator are mostly in a relatively small
range, as shown in Fig 6. Therefore, we can choose a suitable
threshold to truncate the large value of the edge information
matrix with little impact on the performance of our model,
which can reduce the size of the converted GLCM to min-
imize the complexity of our model. Truncation operation is
according to the following rule:

P′′(i, j) =

{
P′(i, j), if P′(i, j) < T
T − 1, if P′(i, j) ≥ T

(4)

where T is the threshold value, P′(i, j) is the value of original
image edge information matrix located at (i, j), and P′′(i, j) is
the value of truncated image edge information matrix located
at (i, j).

Next, we calculate GLCM in four directions (0◦, 45◦, 90◦,
135◦) with an offset distance of 1 from the truncated edge
information matrix of Cr component and Cb component.
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Algorithm 1 Calculate GLCM in Four Directions (0◦, 45◦,
90◦, 135◦) With an Offset Distance of d From a Truncated
Edge Information Matrix
Input: Edge[M ][N ]—The Cr component or Cb component

edge information matrix truncated by T with sizeM ×N
Output: The GLCM in four directions (0◦, 45◦, 90◦, 135◦)
1: Initialize four matrices of size T × T to save GLCM0◦,
GLCM45◦, GLCM90◦, GLCM135◦;

2: for i = 0 toM − 1 do
3: for j = 0 to N − 1 do
4: if j < N − d then
5: GLCM0◦[Edge[i][j],Edge[i], [j + d]] ⇐

GLCM0◦[Edge[i][j],Edge[i], [j+ d]]+ 1
6: end if
7: if i < M − d and j < N − d then
8: GLCM45◦[Edge[i][j],Edge[i + d], [j + d]] ⇐

GLCM45◦[Edge[i][j],Edge[i+ d], [j+ d]]+ 1
9: end if
10: if i < M − d then
11: GLCM90◦[Edge[i][j],Edge[i + d], [j]] ⇐

GLCM90◦[Edge[i][j],Edge[i+ d], [j]]+ 1
12: end if
13: if i < M − d and j > d − 1 then
14: GLCM135◦[Edge[i][j],Edge[i + d], [j − d]] ⇐

GLCM135◦[Edge[i][j],Edge[i+ d], [j− d]]+ 1
15: end if
16: end for
17: end for
18: Concatenate G0◦, G45◦, G90◦, G135◦ together to get a

matrix(GFour) of size T × T × 4
19: return GFour

Finally, concatenate them together to get a matrix of size
T × T × 8, which as the input of the deep neural network.
The specific algorithm of converting to GLCM is shown in

Algorithm 1.

C. CLASSIFICATION BASED ON DEPTHWISE
SEPARABLE CONVOLUTION
CNN has been widely used in computer vision (CV) tasks,
and depthwise separable convolution has fewer parameters
than traditional convolution. Moreover, some proposed net-
works based on depthwise separable convolution can also
achieve excellent performance. Howard et al. [20] designed
a lightweight network called MobileNet based on depthwise
separable convolution. Chollet and FranÃ?gois [19] designed
a network called Xception based on depthwise separable
convolution, and excellent performance was achieved on
several base datasets. In here, we designed a deep neural
network based on depthwise separable convolution specif-
ically for detecting tampered images and GANs generated
images. Most convolution operations are depthwise sep-
arable convolution in our proposed network architecture.
Our experiments show that compared with the network which
all convolution operations use traditional convolution, and the

FIGURE 7. The network architecture we proposed. Default setting stride is
equal to 1 and padding is the SAME padding in convolution operation,
and Relu activate function be used. Conv is traditional convolution,
SeparableConv is depthwise separable convolution, and Residual is
residual block. Note that all Convolution and depthwise separable
convolution layers are followed by batch normalization [18]
(not included in the diagram).

architecture we designed to have slightly higher performance
with fewer parameters. The specific network architecture is
shown in Fig 7.

Moreover, we made the following considerations to design
the network architecture:

1) Since GLCM extracted from the edge information
matrix, this will cause that the most of elements in
GLCM to be zero (In the training set, we calculated that
approximately 83.76% of the items are zero). To reduce
the complexity of the neural network, we design the
first layer of the network as a 5× 5 convolution with a
stride of 4.
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FIGURE 8. Some images in the datasets. From top to bottom, the line is real images in CASIA 2.0, tampered images in CASIA 2.0, images generated by
BigGANs, images in LSUN (bedroom), images generated by StyleGAN, images generated by PGGAN.

2) After the edge information matrix is converted to
GLCM, the features of edges will be scattered through-
out the GLCM. Therefore, In the deeper part of the
network architecture, after obtaining a small feature
map, we repeated convolution operations several times
to fully extract image features.

IV. EVALUATION
We test the performance of detecting tampered images and
GANs generated images at the same time in various sit-
uations, and we calculated the accuracy of our model in
detecting tampered images and compared it to other models
designed specifically for tampered images. Moreover, we test
the generalization ability of our model in detecting tampered
images and GANs generated images separately.

A. DATASET
All of the datasets we used in our experiments are listed
below, and part of these images are shown in Fig 8.
CACIA2.0:CACIA2.0 dataset [21] contains 7491 authen-

tic and 5123 tampered color images. The images in this
database are with different size, various from 240 × 160 to
900 × 600 pixels, and the images have different formats:
BMP, TIFF and JPEG images which with different Q factors.

In this database, images have different scenes, and the tam-
pered area has different post-processing. Specifically, some
operations include resizing, deforming, and rotating taken
to the splicing region before pasting to a final generation.
Moreover, blurring operation are done along the boundary
area of the tampered region or other than the boundary area
of the tampered region. This database can represent most of
the splicing tampering operations in real life.

GPIR dataset:GPIR dataset [33] contains 80 images with
realistic copy-move forgeries. All these images have size
768 × 1024 pixels, while the forgeries have arbitrary shapes
aimed at obtaining visually satisfactory results.

COVERAGE dataset: COVERAGE [34] contains
100 original-forged image pairs where each original contains
multiple similar-but-genuine objects. It makes the discrim-
ination of forged from genuine objects highly challenging.
And six types of tampering were employed for forged image
generation.

BigGANs dataset: BigGANs [2] was proposed in 2018.
It is currently the best model in terms of integrated image
diversity and fidelity. We used the BigGANs generator pre-
trained on the ImageNet Dataset with truncation threshold
0.4 to generated 1000 categories of images (16 images for
each category, including 8 images with the resolution of
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256× 256 and 8 images with the resolution of 512× 521, for
a total of 16,000 images). The pre-trained model downloaded
from TensorFlow-Hub.

LSUN Bedroom dataset (256× 256): LSUN dataset[14]
contains around one million labeled images for each
of 10 scene categories and 20 object categories. In our exper-
iment, we selected images with a resolution of 256× 256 in
the scene categories of the bedroom from this database.

PGGAN dataset: We downloaded 10,000 images of the
bedroom generated by PGGANs [16] which trained on LSUN
dataset, and the resolution of the images is 256× 256.

SNGAN dataset: SNGAN [17] was proposed in 2018.
We downloaded 7150 images of the dog and cat which gener-
ated by SNGANs, and imageswith the resolution of 128×128
and images with the resolution of 256× 256 are half each.
StyleGAN dataset: StyleGAN [3] was proposed in 2019.

It works well when generating a single object. We down-
loaded 10,000 images of the bedroom generated by Style-
GANs which trained on LSUN dataset, and the resolution of
the images is 256× 256.

B. EXPERIMENTAL DETAILS
If no special instructions are given, all the experiments were
implemented using TensorFlow framework and trained on a
single NVIDIA GTX2080TI GPU. ADAM optimizer is used
to minimize the cross entropy loss with an initial learning rate
of 0.0005, and decay of learning rate 0.85 every 600 steps,
a minibatch size of 56, a batch normalization decay parameter
of 0.95, and a weight decay(L2 regularization) parameter
of 0.0001.

Here, we have a few more details to explain.
We use the following rules to convert the RGB color space

to the YCrCb color space:

Y = 0.299× R+ 0.587× G+ 0.114× B

Cr = (R− Y )× 0.713+ 128

Cb = (B− Y )× 0.564+ 128 (5)

In our experiments, detecting tampered images and GANs
generated images at the same time is a multi-classification
problem, we used the Macro-F1 score to evaluate our model.

Macro = P =
1
n

n∑
i=1

Pi (6)

Macro− R =
1
n

n∑
i=1

Ri (7)

Macro− F1 =
2×Macro− P×Macro− R
Macro− P+Macro− R

(8)

where Pi is the precision of class i, Ri is the recall of class i,
n is the number of categories.

When we evaluate our model with accuracy, we use the
following rule:

Accuracy =
CNumber
TNumber

(9)

where CNumber is the number of correctly classified images,
TNumber is the total number of images.

C. DETECTION PERFORMANCE
We experimented on the CACIA 2.0 and BigGANs datasets
to test the performance of detecting tampered images and
GANs generated images at the same time in various situa-
tions. Specifically, we tested the performance difference of
different threshold values used in edge information matrix,
of different color space, of different deep neural networks
for classification and the performance difference between
Sobel operator and Scharr operator. In addition, We test the
performance of two methods proposed in [11], [31] and the
XceptionNet which has the best performance in detecting
GANs generated images among the multiple methods tested
in [32].

We randomly selected 5123 images from 7491 real images
and 5123 tampered images from CASIA 2.0, and 5123
images were randomly selected from the 16,000 images of
BigGANs dataset. Then, we randomly selected 4123 images
from each class, and total 12,369 images as the training set,
and the remaining 1000 images from each class and total
of 3000 images as the test set. The experimental results are
shown in Table 1.
We found that the best results were achieved with the

truncation value of 192, that the truncation value below
192 resulted in a performance reduction, and that the trun-
cated value above 192 did not bring much higher perfor-
mance. In addition, both for tampered images and GANs
generated images, we found that the Scharr operator used in
our method has better performance than the Sobel operator in
dealing with the edge detection tasks for fake images detec-
tion. Compared with traditional convolutional network model
and other classic networks model, the deep neural network
model based on depthwise separable convolution has better
classification performance. Compared with the component in
other color space, Cr and Cb components in YCrCb color
space can perform feature extraction better in fake images
detection tasks. And compared with the method proposed
in [11], [31] and XceptionNet, our method achieves better
performance.

Meanwhile, it can be noticed that, under some particu-
lar conditions, our model reached very high precision and
recall(it even to be 100%). And with different parameters,
our model all works well in detecting images generated by
BigGANs. Hence, with these results, we can conclude with
confidence that our model can extract the characteristic of the
images generated by GANs very well.

Our general model also has good performance in detecting
tampered images compared to other methods which specially
designed to detect tampering. The experimental results are
shown in Table 2.
In the best combination in the Table 1, if calculate the accu-

racy according to the rule (9), only real images and tampered
images are considered, and GANs generated images are
ignored, the detection accuracy of our model trained on
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TABLE 1. Results of various experimental conditions: edge extraction operator, the threshold used in edge information matrix, Color space and its
corresponding components used to extract edge extraction, which deep networks model are used for classification (SepConvwp represents that most
convolution operations are depthwise separable convolution in our proposed network architecture, and Conv2wp represents that all convolution
operations use traditional convolution in our proposed network architecture. Resnet18 is the network architecture proposed in [25]). Tp represents the
tampered image, GANs represents the GANs generated image, Au represents the real image, and their subscript R represents recall, and subscript P
represents precision.

TABLE 2. Performance comparison between our method and other
methods in CASIA2.0 dataset.

BigGANs dataset and CASIA2.0 dataset is 97.95%. And if
we train our model only on CASIA2.0 dataset just like [15],
[27] and [6], the detection accuracy is 99.25%, and the accu-
racy reported in [15], [27], and [6] were 97.83%, 97.50% and
95.60%, respectively. Furthermore, CASIA1.0 dataset can be
considered as a simplified version of CASIA2.0 dataset, if our
model trained and tested on CASIA1.0 dataset, the detec-
tion accuracy can to be 100%, and the accuracy reported
in [15], [27] and [36] were 98.04%, 97.00% and 96.81%,
respectively. Therefore, our method works well in detecting
tampered images compared with previous work.

D. GENERALIZABILITY
1) GENERALIZABILITY ON TAMPERED IMAGES
We tested the generalizability of our model in the
COVERAGE dataset and the GIRP dataset. Specifically,
we first evaluate our approach on two datasets separately and
then perform cross evaluation on the two datasets (one dataset
as training and other as testing). Since COVERAGE dataset
and GPIR dataset have limited samples, they are too small for
retraining our deep neural network.We used 50% images ran-
domly selected from COVERAGE tampered images or GPIR
tampered images to fine-tune the original trained model, and
the remaining 50% of the images and another dataset for test.

TABLE 3. The generalizability on COVERAGE dataset and GPIR dataset.

We only performed 150-step parameter updates operation
using a learning rate of 0.0001, and with a minibatch size
of 8. The experimental results are shown in Table 3.

Experiments show that our model can be quickly and easily
transferred to other small, novel tampered datasets.

2) GENERALIZABILITY ON GANs GENERALIZED IMAGES
The new GANs model for image generation is growing fast.
It is important to have a general way to detect the GANs
generated images.

Our method has generalized detection capabilities for a
variety of GANs models. We selected those GANs models
with good quality of generated images to test the performance
of our model, and use rule (9) to calculate the accuracy.
Note that the model we used to evaluate the generalization
performance is the one that has been trained in the experiment
in Table 1 with Cr and Cb components, Scharr operator,
truncation value of 192, depthwise separable convolution, and
also trained on the BigGANs dataset and CASIA 2.0 dataset.
The experimental results are shown in Table 4.

Experiments show that our model has a strong generaliza-
tion ability to detect images generated by GANs. This is a
remarkable observation, that means the images generated by
various GANsmodels have their inherent universal character-
istics, and our model also learned these characteristics well.
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TABLE 4. The generalizability on the images generated by other various
GANs on the BigGANs trained model, the datasets was described above.

V. CONCLUSION
In this paper, we propose a general model that can detect
both tampered images and GANs generated images. First,
we converted the RGB image to be detected into YCrCb color
space and extracted the image edge information of the Cr
component and Cb component. Then, we convert image edge
features into GLCM in order to do image scaling with without
losing the image tempering information. Finally, GLCM is
fed into our designed deep neural network based on depthwise
separable convolution for training and detection. The edge
feature extraction method and the deep neural network model
we designed can identify tampered images and GANs gener-
ated images with a high macro average of F1 score of 0.9865.
Also, our model achieves good performance in just detecting
tampered images compare with previous work. Besides, our
model can detect images generated from scratch by different
GANs models at the same time with high accuracy. We think
the reason is that the images generated by GANs will leave
trace on the edges of the objects, and our model learned this
mark well.
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