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ABSTRACT Obstructive sleep apnea (OSA) is a prevalent disease, but most patients remain undiagnosed
and untreated. Here we propose analyzing smartphone audio signals for screening OSA patients at home. Our
objectives were to: (1) develop an algorithm for detecting silence events and classifying them into apneas or
hypopneas; (2) evaluate the performance of this system; and (3) compare the information providedwith a type
3 portable sleep monitor, based mainly on nasal airflow. Overnight signals were acquired simultaneously by
both systems in 13 subjects (3 healthy subjects and 10 OSA patients). The sample entropy of audio signals
was used to identify apnea/hypopnea events. The apnea-hypopnea indices predicted by the two systems
presented a very high degree of concordance and the smartphone correctly detected and stratified all the
OSA patients. An event-by-event comparison demonstrated good agreement between silence events and
apnea/hypopnea events in the reference system (Sensitivity= 76%, Positive Predictive Value= 82%). Most
apneas were detected (89%), but not so many hypopneas (61%). We observed that many hypopneas were
accompanied by snoring, so there was no sound reduction. The apnea/hypopnea classification accuracy was
70%, but most discrepancies resulted from the inability of the nasal cannula of the reference device to record
oral breathing. We provided a spectral characterization of oral and nasal breathing to correct this effect, and
the classification accuracy increased to 82%. This novel knowledge from acoustic signals may be of great
interest for clinical practice to develop new non-invasive techniques for screening and monitoring OSA
patients at home.

INDEX TERMS Acoustics, biomedical signal processing, mHealth, monitoring, sleep apnea, smartphone.

I. INTRODUCTION
Sleeping, like breathing, is an action that we undertake
throughout our lives. We spend more than 25% of our
time asleep, and this is strictly necessary, since sleep is an

The associate editor coordinating the review of this manuscript and
approving it for publication was Vishal Srivastava.

organism’s natural state of rest and self-regulation. However,
several diseases can affect sleep quality, and this can translate
into symptoms of varying severity.

Obstructive sleep apnea (OSA) is one of the most com-
mon and serious sleep disorders. OSA is characterized by
repetitive episodes of total or partial airflow reduction during
sleep, produced by upper airway obstruction. These breathing
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disturbances lead to hypoxia and microarousals, seriously
affecting the patient’s quality of sleep. Sleep fragmentation
produces fatigue and daytime sleepiness, with the subsequent
risk of domestic, work-related, and traffic accidents. In addi-
tion, OSA has long been associated with increased cardiovas-
cular and cerebrovascular morbidity and mortality [1]–[3].

OSA is a very prevalent disease, especially in the elderly
and obese population. A recent systematic review suggests
that the overall population prevalence ranges from 9% to
38%, being higher in men, and increases up to 90% in men
and 78% in women in some elderly groups [4]. However,
despite these overwhelming statistics and the serious con-
sequences of OSA, most patients remain undiagnosed and
untreated [5]. This constitutes an important social, health, and
economic burden.

The gold-standard for OSA diagnosis is nocturnal
polysomnography (PSG), which is a type 1 monitoring
system. In PSG studies, many physiological signals are
recorded from the patient, in an overnight stay at hospital.
The information from these signals is combined to extract a
diagnostic index. The most common is the Apnea/Hypopnea
Index (AHI), which is calculated as the number of apneas
and hypopneas per hour of sleep. According to the Amer-
ican Academy of Sleep Medicine (AASM), an apnea is
defined as a ≥90% flow reduction for ≥10 seconds [6].
The AASM guidelines provide two definitions for hypopnea:
the ‘‘recommended’’ one requires a ≥30% flow reduction
for ≥10 seconds associated with ≥4% oxygen desaturation;
the ‘‘alternative’’ version involves a ≥50% flow reduction
followed by a ≥3% oxygen desaturation or an arousal [6].
Patients are categorized according to their AHI values as
follows: normal (AHI < 5); mild OSA (5 ≤ AHI < 15);
moderate OSA (15 ≤ AHI < 30); and severe OSA
(AHI ≥ 30) [6].
Nevertheless, PSG has important limitations, ranging from

its elevated complexity and cost, to the high level of discom-
fort for patients, who have to spend a night in hospital and
may find it difficult to sleep attached to so many sensors
and wires. Medical doctors still evaluate the results by visual
inspection, which is tiring and time-consuming. Moreover,
the diagnosis is based on a single night, without considering
the possible variability between nights. On the other hand,
as resources are limited and it takes an entire night to diagnose
each patient, PSG cannot be applied to all patients who might
need it. For these reasons, there is an increasing need for
alternative diagnostic devices.

Novel systems that are being proposed for detecting OSA
are usually simple, portable devices that can be used at home.
Instead of recording many signals like PSG, they tend to
use inexpensive unobtrusive sensors to record just a single
or a reduced number of signals that have a high diagnostic
power. Some of the channels that have been tested for these
approaches include nasal airflow, thoracic effort, oxygen sat-
uration, actigraphy, and acoustic signals [7].

The most direct approach for detecting OSA involves mea-
suring nasal airflow with nasal pressure transducers, such

as nasal cannulas. This appears to be the easiest and most
reliable way of detecting apnea and hypopnea events, since
they are defined as airflow reductions. However, patients can
also breathe through their mouths, and nasal cannulas cannot
record this kind of flow; for this reason they overestimate
breathing disturbance when oral breathing takes place [8].
Healthy humans preferentially breathe via their noses, but
nasal obstruction leads to increased oral breathing, and this
condition is more prevalent in subjects with OSA [9]. It has
also been reported that patients with OSA spend more time
breathing orally, even in the absence of nasal obstruction [10].
Other studies found that oral breathing induces OSA or wors-
ens it [11], even reducing the effectiveness of CPAP or oral
appliance therapies [12], [13]. In this context, the inability to
capture oral breathing limits the diagnostic accuracy of nasal
airflow sensors.

Pulse oximetry is a simple non-invasive method for mea-
suring blood oxygen saturation (SpO2). Local reductions in
SpO2 (i.e., desaturation) followed by reoxygenation are typi-
cally associated with apnea and hypopnea episodes [14]. For
this reason, pulse oximetry has also been used as a primary
signal for discriminating OSA [15]–[17].

Another emerging approach for diagnosing OSA involves
analyzing acoustic snoring signals. These signals can be
acquired using microphones, which are simple and low-cost
sensors, available in a wide range of models and solutions.
Apneas and hypopneas can be identified in audio record-
ings as an absence or reduction of sound. Moreover, the
characteristics of breathing and snoring sounds provide valu-
able information about the mechanisms and degree of upper
airway obstruction [18]. Snoring is one of the most com-
mon and earliest symptoms of OSA, and snoring sounds
differ in healthy and sleep apnea patients, as reported by
Fiz et al. [19]. For this reason, the acoustic analysis of snor-
ing has been used to extract information for detecting and
classifying OSA patients [20]. Some prototypes have also
been proposed to record respiratory sounds during sleep, such
as the single-channel device developed by Jané et al. [21],
which automatically analyzed snoring to screen patients
with OSA.

In recent years, smartphones have become ever more
present in our daily lives. This enables us to take advan-
tage of their multiple capabilities and turn them into suit-
able solutions for mobile health (mHealth) monitoring. Many
attempts have been made to monitor health and disturbed
sleep using smartphone apps [22]. However, most focus on
sleep quality and activity monitoring rather than OSA detec-
tion. Garde et al. [23] used SpO2 and pulse rate variability,
obtained using a pulse oximeter integratedwith a smartphone,
to detect OSA events in children. Nakano et al. [24] used
the built-in microphone of a smartphone to record ambient
sound and quantify snoring and OSA severity. Recently, our
group worked with smartphone microphones and accelerom-
eters to characterize breathing, snoring and OSA-related
patterns [25], [26]. Other studies have combined multiple
channels from the smartphone or external sensors to extract
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features and obtain OSA risk indices [27]–[29]. Nevertheless,
despite all these efforts, more validation studies are needed
to accurately assess the clinical feasibility of these screening
applications [22].

In this work, we propose an mHealth system based on
the built-in microphone of a smartphone, to record overnight
breathing acoustic signals and use them for OSA screening.
We present amethod for analyzing these signals and detecting
apnea and hypopnea events. We compare the results with a
commercially available type 3 portable device for diagnosing
OSA. We have three main objectives: (1) to develop an auto-
matic algorithm for detecting silence events and classifying
them into apneas or hypopneas; (2) to evaluate the perfor-
mance of the smartphone system for detecting andmonitoring
OSApatients; and (3) to compare the information provided by
audio signals from the smartphone and nasal airflow signals
from a portable device, in terms of apnea, hypopnea, and
breathing events.

II. MATERIALS AND METHODS
A. DATABASE AND ACQUISITION PROTOCOL
To compare the performance of the proposed smartphone-
based approach with a portable commercial device, full-night
recordings were acquired simultaneously using the two sys-
tems in the patients’ homes. All the experiments were
approved by the Hospital Clínic Ethics Committee.

The commercial equipment for sleep apnea diagnosis that
was taken as a reference for this study was ApneaLinkTM

Air (ResMed Inc, San Diego, California, USA). The smart-
phone that we selected was a Samsung Galaxy S5, since it
is a mid-range product but has a high-quality microphone,
as reported in previous studies by our group [25], [26].

Thirteen participants were enrolled in the study.
Table 1 provides their anthropometric description, and OSA
severity according to ApneaLink diagnosis. As described
in the table, the sample comprised 8 men and 5 women,
aged 25 to 83; it included 3 healthy subjects and 10 subjects
diagnosed with sleep apnea (3 mild OSA, 4 moderate OSA,
and 3 severe OSA). We will refer to this database as DB1.

During the full-night recordings at home, the smart-
phone was attached to each subject’s chest with an elastic
band, in the position suggested by Nakano et al. [24]. The
ApneaLink device was fixed just below, over the sternum
(Fig. 1). ApneaLink measured respiratory flow through a
nasal cannula, thoracic movement using a belt connected to
an effort sensor, and SpO2 through a wired fingertip pulse
oximeter. The sampling frequency (fs) was 100 Hz for air-
flow, 10 Hz for thoracic effort and 1 Hz for SpO2. The built-in
microphone on the smartphone recorded overnight acoustic
signals, with a sampling rate of 48 kHz. Its embedded triaxial
accelerometer (fs = 200 Hz) was also used to track the
subjects’ movements and position changes.

To simplify the acquisition process, data recording was
managed using the Android app ‘‘Automate’’, which auto-
matically launched the acquisition apps when the phone

FIGURE 1. Position of smartphone and ApneaLink device on the subject’s
chest.

TABLE 1. Database anthropometric description.

booted up. The apps used were Easy Voice Recorder for audio
signals, and Sensors Logger for accelerometry. The data
were automatically saved in the smartphone’s local memory,
in .wav and.txt formats, respectively. The internal memory
was enough to store a full night’s acquisition.

B. SIGNAL PROCESSING AND ANALYSIS
The ApneaLink signals were automatically analyzed by its
proprietary software to identify apnea, hypopnea, desatu-
ration (≥3%), and snoring events. However, the results of
this analysis were also manually reviewed by an expert in
sleep medicine from Hospital Clínic de Barcelona, following
the same criteria used in PSG. These reviewed event labels
were used as the ground truth for this study. The ApneaLink
signals were also exported in European Data Format (.EDF)
for further analysis.

Smartphone signals were processed and analyzed offline
using custom-made functions and algorithms in the
MATLAB R©programming environment (r2018a, Mathworks
Inc.). Firstly, they were manually synchronized to the ref-
erence system. Regions that had not been analyzed in
ApneaLink, due to artifacts or low signal magnitude, were
discarded.

Movement artifacts and position changes were detected
from the smartphone accelerometry [30] and excluded from
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the analysis, since they also produced sound artifacts. Finally,
the position signal, also extracted from accelerometry [30],
allowed us to discard the segments of the night where the
subject was standing. The final valid length of the signals was
around 4-5 hours for all subjects.

The audio signals were downsampled to 5 kHz, applying
an anti-aliasing low-pass filter with a cut-off frequency of
2.5 kHz. The 50 Hz power-line noise and harmonics were
removed using a Notch filter. The signals were also forward-
backward filtered with an 8th order Butterworth band-pass
filter with cut-off frequencies of 70 Hz and 2 kHz, to reduce
cardiac and high-frequency noise, while retaining the main
band of interest for breathing and snoring sounds [21]. Lastly,
the signals were normalized to their maximum amplitude.

C. DETECTING SILENCE EVENTS
1) SAMPLE ENTROPY
The automatic detector that we propose is based on the
calculation of the sample entropy (SampEn), as a measure
of signal complexity. Our algorithm is aimed at detecting
silence events (SEv), which can correspond to either apnea
or hypopnea events (AHEv). This detector is an improved
version of a preliminary algorithm presented in [31].

SampEn is a measure of time-series regularity, or com-
plexity, and is a robust estimator suitable for short and noisy
physiological signals [32]. LetN be the number of data points
in the time series,m the embedding dimension (i.e., the length
of the subsets to be compared), and r a tolerance parame-
ter. Then, SampEn(m,r,N) is defined as the negative natural
logarithm of the conditional probability that, in a dataset of
lengthN , two sequences that are similar form samples within
a tolerance r remain similar for m+ 1 samples [32], [33].
Lower SampEn values indicate a greater self-similarity

and predictability in the time-series. Snoring and breathing
present more complex patterns than silence regions, hence
producing higher SampEn values. In addition, if r is fixed for
a certain segment, then SampEn also depends on the signal
amplitude and can be used as an envelope estimator [31].

2) ALGORITHM FOR DETECTING SILENCE EVENTS
We analyzed the regions of the audio signals that were
followed by desaturations (according to ApneaLink labels).
In this way, we used SpO2 to guide our detector towards the
regions of interest and thus reduce the computational cost
and false alarm rate. In this case, SpO2 was obtained using a
non-smartphone-based device, because we wanted to analyze
the same windows as this reference system. Specifically,
we built signal windows starting 60 s prior to the start of
each desaturation and ending when the desaturation finished,
as shown in Fig. 2. Overlapping segments were concatenated,
up to a maximum length of 10 minutes.

The step-by-step algorithm that was applied to each seg-
ment is illustrated in Fig. 2. The method is the following:

1. Calculate the SampEn of the audio signal in that seg-
ment, using 0.75 s windows with 50% overlap, and

FIGURE 2. Depiction of the algorithm for detecting silence events. From
audio signals (A), SampEn (B) is calculated in windows starting 60s
before the desaturation (C). The points below a certain threshold are
identified (shown in blue in B) and regions > 6s are retained (boxes with
black asterisks). Close events are merged (boxes with red dotted lines).
Lastly, events which are not directly associated with the desaturation are
removed (first and last events in this example). The remaining episodes
are the final silence events identified by the automatic detector (plain red
box shown in A and B panels).

SampEn parameters m = 2 and r equal to the standard
deviation of the segment.

2. Subtract from SampEn the value of its 25th percentile
to remove any possible offset. During breathing, about
half the time is spent in pauses between respiratory
events. Therefore, the 25th percentile should corre-
spond to a value in a silence region.

3. Compute the threshold for SEv as the maximum value
between the 60th percentile of SampEn and a fixed
value of 0.01. In our previous work [31], we used a
fixed threshold, but the 60th percentile allows better
adaptation to the signal-to-noise ratio (SNR) and the
characteristics of each window. However, in regions
with many apneas, in severe patients, this may be insuf-
ficient. For this reason, we used the maximum of these
two values.

4. Find all SampEn points below this threshold.
5. Select regions longer than 6 s and shorter than 100 s

as potential SEv. AHEv are defined as reductions in
airflow longer than 10 s [6], but these are usually
shorter in audio signals, due to the high sensitivity to
low-intensity sounds. Thus, we were less restrictive
with the minimum duration for SEv, as in previous
work on acoustic signals [21]. The upper limit of 100 s
is to avoid false long events in regions where the signal
magnitude is too low.

6. Merge events that are less than 3 seconds apart.
7. Directly associate the detected events to desaturations

and discard unpaired events. To do this, we considered
that an event was followed by a desaturation if the latter
met the following two conditions:
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a. It started in the time interval [t_iniEV − 10 s,
t_endEV + 20 s]

b. It reached a local minimum, representing a drop
≥3% in SpO2, within the time interval [t_iniEV+5
s, t_endEV + 45 s]

where t_iniEV and t_endEV are the initial and final
times of the silence event, respectively.
The values for the previous parameters were empiri-
cally optimized after analyzing a previous polysomno-
graphic database containing more than 2000 events.

3) COMPARISON WITH THE REFERENCE SYSTEM
To evaluate the ability of the proposed system for screening
sleep apnea, we first counted the number of SEv that had
been detected and calculated the predicted AHI for each
patient. We plotted these values against the AHIs reported
by ApneaLink, and computed the concordance correlation
coefficient, ρc [34]. For two paired variables, xn and yn, ρc
can be calculated as:

ρc =
2σxy

σ 2
x + σ

2
y + (x − y)

2 (1)

where σxy is the covariance of xn and yn, σ 2
x and σ 2

y are the
variances of xn and yn, and x and y are the means of xn and yn,
respectively. In our case, xn and yn were vectors of length 13
(the number of participants in the study) containing the AHIs
predicted for each subject by ApneaLink and the smartphone
system, respectively.

After that, we evaluated the performance of our detector
by comparing it to ApneaLink in terms of event-by-event
agreement. We took all the events from the subjects with AHI
≥ 5h−1 and considered that a SEv matched an event in the
reference system if these two events overlapped. Under this
premise, it was possible for more than one SEv to match a
single event from ApneaLink, or more than one ApneaLink
event to match a single SEv. To deal with this issue, we com-
puted the number of true positives (TP), false positives (FP),
and false negatives (FN) with respect to the reference. This
means that ApneaLink events were counted as TP if they
overlapped any SEv, and as FN if they did not; while any SEv
that did not match an ApneaLink event was counted as FP.
Finally, these values were used to calculate sensitivity (Se)
and positive predictive value (PPV):

Se(%) = 100
TP

(TP+ FN )
(2)

PPV (%) = 100
TP

(TP+ FP)
(3)

Specificity (Sp) and negative predictive value (NPV) can-
not be calculated in this event-by-event comparison, since
they are defined as:

Sp(%) = 100
TN

(TN + FP)
(4)

NPV (%) = 100
TN

(TN + FN )
(5)

but the concept of ‘true negative’ (TN) does not exist in this
case, because it would signify an event that is not found in
either system.

We also calculated the percentages of each type of event
according to ApneaLink (apnea/hypopnea) that we detected
as silence events, i.e.,:

%Apn = 100 ·
Number of apneas matching a SEv

Total number of apneas
(6)

%Hpn = 100 ·
Number of hypopneas matching a SEv

Total number of hypopneas
(7)

D. CLASSIFYING APNEAS/HYPOPNEAS
After comparing the automatically detected SEv with the
events in the reference system, we also tried to classify them
into apneas or hypopneas. For this, we took the TP events
(those found in both the audio signals and ApneaLink) and
developed an algorithm for zooming in on SEv and searching
for low-intensity respiratory sounds (LRS). If this residual
breathing activity was present, then the event should be
classified as a hypopnea, while if there was no breathing
at all, it would be labeled as an apnea. However, working
at this level of magnification, the resolution and SNR is
limited, and the task of discriminating between LRS and
artifacts becomes more difficult. For this reason, several
filtering and refinement steps are required to optimize the
conditions and improve the performance of the classification.
We implemented a combination of techniques in the time and
time-frequency domains, as described below and shown in
Fig. 3. We worked separately on the acoustic signal segments
corresponding to each SEv.

1) ALGORITHM FOR CLASSIFYING APNEAS/HYPOPNEAS
Each segment was first filtered with the Wiener noise sup-
pressor proposed in [35], which uses the two-step noise
reduction technique (TSNR) followed by a method called
harmonic regeneration noise reduction (HRNR). This filter
refines the a priori SNR estimated by a decision-directed
method for computing the optimal spectral gain for filter-
ing, removing reverberation effects and avoiding harmonic
distortion [35]. A noise reference is required as an input for
this filter. For each SEv, we used the 1-second window of the
signal with the lowest root-mean-square (RMS) value as the
noise reference.

An envelope based on local maxima and minima was
extracted from these filtered signals. Specifically, we split
the signal into 10 ms windows and computed the difference
between the maximum and minimum values in each win-
dow. This time-series, with an effective sampling frequency
of 100Hz, formed the envelope. It was filtered using amedian
filter with a window of 35 samples to remove impulsive
noise, and then lowpass filtered with a 2nd-order Butterworth
filter with a cut-off frequency of 2 Hz, to obtain a smoothed
envelope adjusted to the contour of breaths (Fig. 3, upper
panels, yellow line).
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FIGURE 3. Depiction of the algorithm for classifying apneas/hypopneas, showing a case corresponding to hypopnea (left) and one corresponding to
apnea with impulsive artifacts (right). From top to bottom: 1) audio signals (before filtering, in blue, and filtered in red) with their envelopes (thick yellow
line, scaled ×10 in the apnea panel for easier visualization); 2) binarized spectrogram of the envelope; 3) spectrogram of the audio signal windowed with
the first mask; and 4) binarization of this spectrogram. The binarized spectrogram of the envelope was used to select regions that could correspond to
low-intensity breathing sounds or artifacts, and create a first mask (black dashed line in the first panel). Then, each window in this mask was checked in
the time-frequency domain to remove short impulsive artifacts and build a final mask (red dashed line, first panel). This mask cannot be seen in the
apnea case, because all the windows of the first mask contained artifacts and were thus discarded. The frequency limits of the audio signal spectrograms
are shown up to 1250 Hz for easier visualization, since there is very little activity beyond this point.

To identify and delimit the potential regions of breathing
activity, we computed a time-frequency representation (TFR)
of the envelope. We chose the spectrogram as TFR, with time
windows (Nwind) equal to 1% of the total segment length,
90% overlap (Noverl), and NFFT = 1024 points for the Fast
Fourier Transform (FFT) calculation. This TFR was treated
as an image, and binarized using a threshold equal to the
95th percentile of all the intensity values (Fig. 3, 2nd panels
from the top). Then, the spots on the binarized image with a
minimum duration of 25 ms were selected and a first mask
was built (Fig. 3, black dashed line on top panels), indicating
the times where some activity was present. However, this
activity could be attributed to either LRS or artifacts. For this
reason, we proceeded to a second stage where we analyzed
those regions in more detail.

For each window in the mask, we calculated the spec-
trogram of the audio segment within it (Nwind = 0.01 s,
Noverl = 90%, NFFT = 1024) (Fig. 3, 3rd panels from
the top). Again, we binarized the resulting colormap using
the 95th percentile of the intensity values of this short seg-
ment as the threshold (Fig. 3, bottom panels). As shown
in the TFR of the windowed audio signal, breaths present
a wide pattern, extending over longer time periods, while
most impulsive artifacts show a pattern separated into several
impulsive motifs that last less time. Accordingly, those motifs
in the binarized TFR that were shorter than 20 ms were
considered artifacts and removed. If isolated, this kind of
impulsive noise would have been removed previously, but if

several artifacts are grouped together their contributions are
cumulative, producing a confounding effect on the envelope.
For this reason, this second examinationwas necessary. Using
this procedure, a second mask was built (Fig. 3, red dashed
line on top panels), corresponding to the episodes that we
ultimately recognized as breathing activity (LRS).

The final step consisted of examining this new mask to
compute the duration of silence regions, i.e., the distances
between breaths. If no LRS were identified (when the whole
mask was equal to zero, because no breathing activity was
detected), then the duration of the silence was the entire
length of the SEv. The decision rule that we applied for
classifying SEv is the following:

A SEv is labeled as apnea if one of these criteria are met:

1. There are more than two silences >6 s between LRS
2. There is a silence >10 s
3. There is a silence>6 s and<10 s, and the total duration

of the SEv is <3 times the duration of this silence

All other silence events were classified as hypopnea.

2) COMPARISON WITH THE REFERENCE SYSTEM
Once the classification had been completed, we compared
the labels that our automatic algorithm had assigned to each
event with the actual apnea/hypopnea labels fromApneaLink.
In this case, we used ‘apnea’ as a positive class and ‘hypop-
nea’ as a negative class. The number of TP, TN, FP, and
FN was quantified. To distinguish these parameters from
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those calculated when comparing SEv, we used the subindex
‘‘apn’’, e.g., TPapn, TNapn. We computed the sensitivity,
specificity, and the positive and negative predicted values for
this classification (Seapn, Spapn, PPVapn, NPVapn), as well as
the accuracy (Acc), defined as:

Acc(%) = 100
(TP+ TN )

(TP+ TN + FP+ FN )
(8)

E. STUDY OF NASAL VS ORAL BREATHING
To investigate the issue of nasal vs. oral breathing, and learn to
distinguish them, we acquired an additional database (DB2).
Experiments were conducted with 10 different participants:
5 men and 5 women, aged 21 to 58, who had not previously
been diagnosed with sleep apnea. While lying on a bed or
stretcher, either at home or in the lab, they were asked to
breathe first through their noses (with their mouths closed),
and then through their mouths with a nose clip preventing
nasal breathing. Two one-minute signals were recorded with
the smartphone microphone: one containing nasal breathing
and the other oral breathing. The smartphone position over
the thorax and the acquisition settings were the same as those
described for DB1.

The signal processing was also the same: the signals were
downsampled to 5 kHz, band-pass filtered between 70 and
2000 Hz, and the power-line noise was removed. After that,
we characterized them using spectral and time-frequency
representations. To work in the frequency domain, the FFT
was calculated, and a linear envelope extracted, using win-
dows of 15 Hz. The spectrogram was again used as TFR,
with a window of 0.1 s, 90% overlap, and NFFT = 1024.
The information extracted in this analysis was then used to
further classify the SEv that we had previously labeled as
‘hypopneas’ into nasal or oral breathing. We also studied
what these episodes looked like in the flow channel of the
reference system.

III. RESULTS
A. SCREENING PERFORMANCE: AHI COMPARISON
As shown in Table 2, our database comprises 1269 AHEv,
according to the reference system, of which 676 are apneas
and 593 hypopneas. The smartphone detected 1246 SEv,
applying the algorithm proposed in the previous section.

To evaluate the potential of smartphone audio signal acous-
tic analysis for screening OSA patients, once the SEv had
been detected, we computed the predicted AHIs and com-
pared them with the actual AHIs provided by ApneaLink.
This comparison is presented in Fig. 4 and Table 2, which
also shows, for each subject, the total duration of the analyzed
signals, the number of apnea and hypopnea events in the
reference system, and the total number of OSA-related events
according to each method.

As illustrated in Fig. 4, the correlation between the AHIs
of the two systems is excellent. The concordance corre-
lation coefficient is very high: ρc = 0.9923. The AHIs
predicted from the audio signals agree with the ApneaLink

FIGURE 4. Comparison of the AHI (h−1) predicted by the reference
system (ApneaLink) and the smartphone audio signals. The concordance
correlation coefficient between these variables is 0.9923. The orange
dashed line represents the line y = x.

TABLE 2. Comparison of number of events and predicted AHI.

stratification of subjects into the 4 OSA severity levels: 3 nor-
mal (AHI < 5), 3 mild OSA (5 ≤ AHI < 15), 4 moderate
OSA (15 ≤ AHI < 30), and 3 severe OSA (AHI ≥ 30). For
these subjects, therefore, both the smartphone andApneaLink
would lead to the same diagnostic decision.

B. SILENCE EVENT COMPARISON
To investigate whether, apart from predicting similar AHIs,
the events detected by the two systems (smartphone and
ApneaLink) were comparable, we studied their agreement on
an event-by-event basis.

The proposed automatic detector accurately identified the
regions where silence or very low-intensity soundwas present
in all the full-night acoustic recordings. The automatically
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FIGURE 5. Example of a 6-minute segment showing the audio signal from the smartphone (upper panel), the nasal airflow channel (middle
panel), and the pulse oximetry signal (bottom panel) from the reference device (ApneaLink). The silence events identified by our automatic
detector are represented by the magenta boxes. They match the apnea (red boxes) and hypopnea (cyan boxes) events labeled in the flow
channel. Desaturations resulting from AHEv are shown in grey boxes in the lower panel.

labeled SEv were consistent with visual inspection. More-
over, in general, these SEv correlated well with the AHEv
of ApneaLink. An example is shown in Fig. 5, which shows
a representative 6-min segment with many apneas and two
hypopneas, comparing the airflow channel of the reference
system and the smartphone audio signal. In this case, all the
apneas and hypopneas match the SEv in the audio channel.

Table 3-A summarizes the results of the event-by-event
comparison in terms of Se, PPV and percentage of apneas
and hypopneas that were detected as SEv, for each patient
and for the full database (total number of events). Table 3-B
is the confusion matrix containing the total number of TP,
FP, and FN. While the method demonstrates a high sen-
sitivity to apneas, capturing almost 90%, and has a good
PPV (82%), sensitivity to hypopneas is much lower: only
61% are detected as SEv. This affects the total sensitivity,
which is 76% for the whole database, but in some subjects,
particularly 1, 7 and 8, is quite low (≤65%).

To investigate this issue, we examined what was happening
in the acoustic signals in the segments corresponding to the
FN of hypopneas (i.e., the hypopneas that our detector did
not find). We discovered that in these regions there was
no silence, as there were high-intensity sounds that clearly
exceeded the threshold we had set in SampEn. In fact, during
many of these hypopneas, snoring was present, as illustrated
in Fig. 6. To quantify the recurrence of this phenomenon,
we took the labels of snoring events provided by the reference
system and checked how many hypopneas contained snores.

Specifically, we considered ‘hypopneas with snoring’ to be
only those which did not present a region >6 s without
snores (otherwise, they could have been identified by our
detector). The results are presented in the first two columns
of Table 4-A, which displays, for each subject, the number
of hypopneas with snoring vs. the total number of hypopneas
that we did not detect. A total number of 119 episodes (more
than half the FN of hypopneas) were associated with snoring,
demonstrating that this is a prevalent anomaly.

We recalculated the event-by-event comparison excluding
those hypopneas with snoring (Table 4). This was done to
give us an idea of how our automatic algorithm performed
in terms of detecting actual silence events. The total number
of FN was greatly reduced with this procedure (from 296 to
177), and both the sensitivity to hypopneas and the global
sensitivity improved greatly (%Hpn = 75%, Se = 84.3%).
The algorithm therefore correctly identifies silence regions,
but this is not sufficient to detect all the hypopneas, since
many are accompanied by snoring. This is a clear limitation
of the acoustic system that we must consider.

C. APNEA/HYPOPNEA CLASSIFICATION
As the acoustic signals from the proposed system can be
very sensitive to low-intensity sounds, we went one step
further by zooming in on SEv to try to classify them into
hypopneas or apneas. We worked only with the 950 TP from
Table 3, of which 601 (63.3%) corresponded to apneas in the
reference system, and 349 (36.7%) to hypopneas. When we
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FIGURE 6. Segment showing that some hypopneas are accompanied by
snoring. Hypopneas (cyan boxes) are indicated in the flow channel (upper
panel), but these overlap with snores (orange boxes), as shown in the
snoring channel of the reference system (2nd panel). The audio signal
recorded with the smartphone microphone (3rd panel) is very similar,
comprising high-amplitude snores. In these cases, the flow reduction
does not produce a sound reduction, so there are no silence regions
>6s in the SampEn envelope (lower panel). Therefore, these
hypopneas with snoring cannot be detected as SEv.

TABLE 3. Event-by-event comparison: silence events vs. apnea/hypopnea
events from the reference system.

found an acoustic activity that was consistent with breathing,
this SEv was automatically classified as ‘hypopnea’, whereas
when this respiratory activity was absent, it was labeled as
‘apnea’. After that, the labels were compared to those from
the reference system. The results can be seen in Table 5.

The total accuracy is 70%, which is rather low. If we built
a basal model simply by assigning to all the events the label

TABLE 4. Event-by-event comparison without ‘Hypopneas with Snoring’.

FIGURE 7. Example of events that are labeled as ‘apnea’ in the reference
system (red boxes) but show breathing activity in the audio signal, thus
being classified by our automatic algorithm as ‘hypopneas’ (cyan boxes).
Although there is an absence of nasal airflow during these events, we can
still observe clear low-intensity breathing sounds in the acoustic signal
from the smartphone. The figures on the right are an expansion of these
events, zooming amplitude ×4. This phenomenon could correspond to
oral breathing omitted by the nasal cannula.

of the class with the highest a priori probability (in this case,
apnea is the most prevalent class), this would already have
an accuracy of 63.3%. There is, therefore, little improvement
over the basal model.

If we look at the numbers in Table 5, the worst values are
found for Sp (67%) andNPV (58%), which are relatedmainly
to hypopnea detection errors. Note that specificity to apneas
is equivalent to sensitivity to hypopneas.

As reported in Table 5-B, there is a high number of FNapn,
i.e., events classified as hypopnea that the reference system
labeled as apnea. Patient 4 accounts for the majority of these
errors, which drastically reduce the total accuracy, since he
is a severe subject, with many apneas, most of which we
classified as hypopneas (SeSubj4 = 39%). However, explor-
ing the audio signals during these events, we noticed that
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FIGURE 8. Time, time-frequency and spectral representations of 1-minute segments of oral (left) and nasal (right) breathing from one of the study
participants (Subject 1 from DB2). The top panels represent the signals in the time domain, followed by spectrograms (middle panels), and finally the
FFTs with their envelopes (red) (lower panel). Oral breathing presents a characteristic peak at higher frequencies (in this case, around 1.5 kHz) that is not
seen in nasal breathing.

we could clearly see breathing within most events labeled as
apnea in the reference system but classified as hypopnea by
our detector. An example of this is in Fig. 7. We suspected
that these events might contain oral breathing that had not
been recorded by the nasal cannula. We therefore proceeded
to characterize the oral and nasal breathing acoustic signals
using a new database, to make a detailed analysis of what was
happening in these mislabeled events.

D. NASAL VS ORAL BREATHING
We used the signals from DB2 to characterize oral and nasal
breathing and explore whether we can distinguish them eas-
ily. To do this, we explored the signals in the time, frequency,
and time-frequency domains (Fig. 8). As a result, we found
that oral breathing has a very specific spectral pattern, clearly
distinct from that of nasal breathing.

As can be seen in the spectrograms and FFT in Fig. 8, most
of the power of nasal breathing is concentrated in the low-
frequency band, decreasing sharply after 1 kHz. In contrast,
the oral breathing spectrum presents a characteristic promi-
nent peak at around 1500 Hz. Moreover, a similar pattern is

present in all the cases we examined. The exact location of
the oral breathing peak shifts from one individual to another,
but is always found between 950 Hz and 2 kHz. The spectral
pattern of nasal breathing is also very repetitive between
individuals, and never shows this kind of peak within this
frequency range. This enables us to discriminate oral and
nasal breathing.

To verify these assumptions, we looked for the maxi-
mum peak in the FFT envelope in the mentioned frequency
band (950-2000 Hz). The frequency where these peaks are
located (fpeak), and their heights (Peak Height %) are shown
in Table 6. The peak height was normalized to the maximum
height of the envelope in the frequency band 500-2000 Hz,
to avoid the variable effect of basal noise, which has a high
magnitude and is concentrated at low frequencies. These
features were calculated for each 10-second window from the
1-minute recordings from DB2, so, for each patient, we had
6 windows for oral breathing and 6 for nasal breathing. The
results in Table 6 are summarized as the mean and standard
deviation of each parameter for each subject, and for the total
database.
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TABLE 5. Results of Apnea/hypopnea classification. direct comparison
with the reference system.

TABLE 6. Spectral Features For characterizing nasal & oral breathing.

Table 6 confirms that oral breathing always presents a
high peak in the explored band. Its peak height is either
the maximum value in this frequency band or at least 70%
of this value (>85% in all cases except subject 7_2). How-
ever, this peak does not exist in nasal breathing, or it is
much more attenuated, rarely reaching values >30%, and
never >50%. The peak location (fpeak) is subject-specific
and varies between subjects, especially in subject 4_2, whose
fpeak is around 1 kHz. In nasal breathing there is no similar
peak, only residual activity (Fig. 8), so fpeak can be almost
any value and there is greater variability between the different
windows of the same subject.

TABLE 7. Classification of events labeled as ‘hypopneas’ by the
automatic detector into nasal or oral breathing.

Since the differences seemed so evident, we decided to
use just one feature, the normalized peak height in this fre-
quency band, to discriminate between nasal and oral breath-
ing. According to the values obtained in Table 6, we set
the threshold for the peak height as 60% of the maximum.
To distinguish oral and nasal breathing, we computed the
envelope of the FFT and looked for the maximum peak in
the 950-2000 Hz band. If that peak had a height reaching
the threshold, then it was labeled as oral breathing, otherwise
it was considered nasal breathing. In this training database,
the proposed method had 100% classification accuracy.

We took all the SEv that our algorithm had classified
as ‘hypopneas’ (i.e., the 171 FNapn and 234 TNapn from
Table 5-B) and further classified these as oral or nasal breath-
ing. The results are shown in Table 7, which also separates
these events according to the reference system label (‘apnea’
corresponds to FNapn and ‘hypopnea’ to TNapn). While only
a few TNapn present oral breathing, many of the FNapn
are explained by this, especially in subjects 4 and 12. This
supports the hypothesis that these events correspond to oral
breathing that cannot be recorded with a nasal sensor, so the
reference system incorrectly labels them as ‘apnea’, despite
them being hypopneas as there is, indeed, breathing activity.

To evaluate the performance of our algorithm for LRS
detection and apnea/hypopnea classification, we recalculated
the comparison from Table 5, changing the 112 reference
system labels corresponding to oral breathing from ‘apnea’
to ‘hypopnea’. The results are given in Table 8. Seapn and
NPVapn show a large increase, as we now detect most of
the apneas, and when our algorithm labels an event as
‘hypopnea’, it is generally correct. The total accuracy is now
81.8%, clearly better than the basal model. The Spapn, which
indicates our ability to detect hypopneas, and the PPVapn
have good but slightly lower values. This is because, for
some subjects and in some parts of the night, there may
be some artifacts, the SNR is too low, or the magnitude of
the signal is too low, so it is not possible to discriminate
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TABLE 8. Results of Apnea/hypopnea classification after correcting the
oral breathing labels.

respiratory activity and these SEv are incorrectly classified as
apneas. This is especially critical in subject 2, who has many
hypopneas but ∼30% are misclassified, affecting the global
results. Nonetheless, this issue is uncommon, and the global
results demonstrate that the developed algorithm accurately
classifies apneas and hypopneas, being especially sensitive
to apneas (88%) but also to hypopneas (75%).

IV. DISCUSSION
A. ACOUSTIC ANALYSIS FOR MONITORING
BREATHING ACTIVITY
In this work, we have presented an algorithm based on
the SampEn of audio signals to identify breathing cycles
and silence events corresponding to either apneas or hypop-
neas. We chose to use SampEn because it is a robust
measurement suitable for noisy and complex physiological
signals [32]. In our case, this is particularly important because
the data come from acoustic signals acquired with an ambient
microphone, but this should pick up very low intensity
breathing sounds, so the SNR may be very low. One of the
main advantages of SampEn is its resistance to impulsive
noise [36]. This property is very useful for correctly identify-
ing SEv, as they are usually contaminated by small impulsive
artifacts from cardiac activity, swallowing, clicking, and other
sounds from the mouth and the upper airways [31].

Previous sleep apnea studies used entropy measure-
ments from acoustic signals recorded with contact micro-
phones to extract different features and build classification

models [37], [38]. Our proposal also involves an entropy
analysis of acoustic signals, but acquired by a smartphone
microphone. Our algorithm uses SampEn as an envelope
estimator to directly track respiratory events. Although our
purpose was only to detect SEv, the same approach could
easily be adapted to identify each respiratory cycle, cor-
responding to a single breath or snore. This would allow
continuous monitoring of the respiratory rate overnight and
facilitate a snoring analysis. This approach would have mul-
tiple applications, not only providing more information for
OSA management, but also for tracking sleep and assessing
other respiratory diseases.

B. OSA SCREENING WITH AUDIO SIGNALS
FROM A SMARTPHONE
The SEv detected by our automatic algorithm in audio
signals were used to predict the AHI of each subject.
These values were compared with the AHIs provided by the
reference system and used to evaluate the subjects’ condi-
tion. We assessed whether they had OSA or not, and their
level of severity. The concordance between the AHIs pre-
dicted by the two systems (smartphone and ApneaLink) was
excellent (Fig. 4), demonstrating the promising performance
of the proposed method.

Our sample (13 subjects) included males and females of
different ages. Of these, 3 females proved to be healthy
asymptomatic individuals, and 10 (2 females and 8 males)
had OSA, covering all severity types (mild, moderate, and
severe). This diversity allowed us to evaluate the potential of
our system across a wide range of sleep apnea conditions.
OSA is known to be more prevalent in men and the elderly
population; our 3 healthy subjects are young females, while
2 of the 3 mild patients are much younger men than the
moderate and severe patients. Nevertheless, the sample size
is insufficient to extract general age- or gender-related con-
clusions. This issue is beyond the scope of this work, as it is
not intended to be a population study, but rather a proof-of-
concept of the feasibility of using the smartphone system for
OSA screening.

The number of events found by ApneaLink and smart-
phone was similar for all subjects (Table 2), regardless of
whether the patient had mainly apneas (e.g., the most severe
subjects 4, 11, 12) or hypopneas (e.g., subjects 2, 7, 8). This
suggests that SEv from the audio signals may correspond
to both apneas and hypopneas, and that we are therefore
capturing both types of episodes.

A very positive result is that all subjects were cor-
rectly diagnosed: all the healthy subjects were classified
as healthy, and all the OSA patients were identified. Fur-
thermore, all patients were correctly stratified according to
their level of severity (mild, moderate, or severe). There-
fore, in our database, the smartphone performs equivalently
to ApneaLink in terms of detecting and classifying OSA
patients. Moreover, there is a clear separation between the
predicted AHIs of mild and moderate OSA subjects (Fig. 4),
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allowing easy identification of the patients at the highest
risk and with an urgent need for treatment. Distinguishing
between healthy and mild OSA subjects is usually more
challenging, but in our case, it does not pose a problem and
the classical threshold of AHI = 5h−1 is still valid.

C. PULSE OXIMETRY, A NECESSARY GUIDE
The algorithm that we developed for SEv detection required
the pulse oximeter information to select the segments to
be analyzed. This helped to reduce the computational cost,
and particularly the number of false alarms. Without this
guide, we could overestimate the severity of a patient. This
may appear to be a limitation of the acoustic signal, as this
information alone cannot provide such an accurate analy-
sis. However, there is a similar situation in clinical prac-
tice. OSA-related events are usually labeled on the airflow
channel, but, while apneas can be directly annotated when
there is a flow reduction≥90%, hypopneas must be followed
by desaturation or arousal. Therefore, SpO2 also guides the
annotation of events in clinical practice.

We mimicked the clinical procedure, by taking advantage
of SpO2 to help us detect SEv in the audio signals. The main
problem of this approach is that we may miss apneas that
are not followed by desaturation. Nevertheless, this rarely
happens, since apneas are usually associated with a decrease
in oxyhemoglobin saturation [39], [40]. In fact, obstructive
apneas are supposed to lead to longer, greater in area and
deeper desaturations than those caused by hypopneas [41].
For this reason, the events that we might miss would primar-
ily correspond to short apneas associated with less serious
physiological effects, as they do not produce hypoxia.

The SpO2 information that we used came from the pulse
oximeter of ApneaLink, so the smartphone system was
not autonomous. We chose to use the desaturations from
ApneaLink because we wanted to examine the same regions
in both systems. As we aimed to compare the information
provided by the audio and nasal airflow signals, we needed to
avoid any effects introduced by different SpO2 sensors. If we
had connected an external pulse oximeter to the smartphone,
we would not have been able to ascertain the origin of the
discrepancies in the results. Some of the errors would come
from our algorithms and audio signals, but others would come
only from the differences in the dynamics of the two pulse
oximeters and separating out their contributions would be
difficult.

In fact, a wired or wireless fingertip pulse oximeter could
easily be integrated into the smartphone system to make it
autonomous, as we did in previous pilot studies [30], [31].
Then, the same algorithm for SEv could be applied, guided
by the desaturations detected in the SpO2 signal from this
new sensor. We will do this in future work, but this new pulse
oximeter must be accurately calibrated. After taking these
steps, integrating these and perhaps further sensors into the
smartphone platform could lead to a more robust mHealth
prototype.

D. AUTOMATIC APNEA AND HYPOPNEA
DETECTORS
We have developed automatic algorithms for detecting SEv
in audio signals and classifying them as apneas or hypop-
neas. OSA is usually diagnosed after manual inspection of
the full-night PSG signals, which is a time-consuming and
exhausting task, even for the most experienced specialists.
Automatic screening tools, such as that in the proposed
approach, using audio signals from smartphones, could help
reduce human error and workload, support clinical decision-
making, and improve diagnostic efficiency and quality.

To test the performance of our algorithms, we performed an
event-by-event comparison against ApneaLink. The results
confirmed that SEv have a physiological sense, since most
correspond to AHEv from the reference system (PPV= 82%,
Table 3). The sensitivity of our system to ApneaLink events
was 76%. It captured 89% of the apneas, but only 61%
of the hypopneas. This is explained by the fact that many
hypopneas contained snoring, as we will discuss in a later
section.

There was a total of 296 FN (Table 3-B), of which 221
corresponded to hypopneas and 75 to apneas. A higher sensi-
tivity to apneas than hypopneas was expected, because the
definition of hypopnea is more complex and remains con-
troversial [42]. Indeed, hypopneas can be any flow reduction
between 30% and 90%, and it is unlikely that this entire range
of events exhibits the same acoustic characteristics.

More than half the missing hypopneas (119/221) were
accompanied by snoring, but the remainder also had breath-
ing activity beyond the threshold that we had set in SampEn.
A considerable number of the FN corresponding to apneas
(32/75) contained high-intensity respiratory sounds compat-
ible with oral breathing, while the remaining errors could be
attributed to sound artifacts. The SEv detector does, therefore,
accurately determine silence regions, but each signal has
its own characteristics and resolution, and a flow reduction
does not always imply a sound reduction. This explains the
discrepancies when breathing or snoring sounds are present,
even though there is a significant reduction in the nasal flow
channel.

On the other hand, the FP errors have various explanations.
Firstly, we are using events longer than 6 s, but ApneaLink
only detects events longer than 10 s. Also, as we explained
previously, our algorithm is very sensitive to low-intensity
sounds, so, when there are long hypopneas in airflow, it tends
to detect multiple short SEv instead. This behavior can pro-
duce FP if some of these short SEv do not overlap the event
in the reference system. Finally, in segments of the night
where the signal magnitude is too low, it can be complicated
to detect actual silence regions, so the algorithm can make
errors. Despite these facts, the total PPV is 82%, so we can be
confident that the vast majority of our automatically detected
SEv are really AHEv.

Regarding the classification of apneas/hypopneas, themain
discrepancies between our algorithm and the reference device
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arose from the inability of the nasal cannula to capture
oral flow, as we will discuss below. Apart from this issue,
the results are encouraging, since, after correcting these
labels, the algorithm achieves a classification accuracy
of 82% (Table 8). The Seapn is 88%, which means that our
method correctly classifies most apneas as ‘apneas’. The
NPVapn is 85%, which means that we are usually right
when we label an event as ‘hypopnea’. The slightly lower
values of Spapn = 75% and PPVapn = 79% suggest that,
in some cases, we are still unable to detect hypopneas. This
is probably an issue of sensor resolution, because, at certain
times during the night, the magnitude of the signal is too low,
so it is impossible, even visually inspecting the data after
filtering, to detect breathing activity. This kind of errors were
uncommon, except in subject 2, who is an outlier but has
many hypopneas, of which about 30% are misclassified as
apneas (Table 8).

If we look at Table 8, we can see that the worst results are
those for the mild subjects (3, 9, 13), where the accuracy is
<65%. There are various reasons for this: 1) these subjects
have a low number of events, so a few errors are sufficient
to significantly impact the classification accuracy estimators;
2) the events from these subjects, mostly hypopneas, are
not as clear as in more severe subjects, i.e., there is not
as much flow reduction or sound reduction, and they are
usually located in noisy regions, so they are more difficult to
detect; and 3) these subjects do not usually snore, or snore
less than more severe patients, so the SNR is worse due
to the lower amplitude of breathing sounds. Nonetheless,
the errors in this population are not as critical, because
these patients are at a lower risk, as indicated by their
AHIs. Due to their low number of events, their contribution
to the general results in the complete database is almost
imperceptible.

Overall, the proposed algorithm demonstrates a high level
of accuracy, being very sensitive to apneas, the most crit-
ical events, as well as to hypopneas. This solution could
easily be implemented using portable devices or smart-
phone apps, as it is a quick and simple tool for classifying
apneas and hypopneas. Although OSA diagnosis is primarily
based on just the AHI, distinguishing between apneas and
hypopneas has clinical value. Incorporating this information
would help the physician to better understand the patient’s
pathophysiology and prognosis and make a therapeutic
decision.

E. SNORING IS PRESENT DURING
SOME HYPOPNEAS
When we directly compared the SEv from the audio signals
with the AHEv from the reference system, we noticed that our
algorithm missed many hypopneas. We realized that, in fact,
most of these hypopneas were accompanied by snoring. This
phenomenon is already considered in the AASM guidelines,
which mention ‘obstructive hypopneas with snoring’ as a
subtype of hypopneas. These descriptions are based on the

snoring channel derived from a nasal pressure transducer, but
this issue has not been studied directly in acoustic signals.

One might expect both apneas and hypopneas to produce
a significant sound reduction. However, during hypopneas
there is still a certain acoustic activity, making it possible
to differentiate them from apneas. Indeed, in some cases,
this acoustic activity has such a high magnitude that the
hypopnea can no longer be labeled a SEv. Among these
events, we find the hypopneas accompanied by snoring,
as we saw clearly in both audio signals and the snoring
channel of ApneaLink (Fig. 6). Therefore, during snor-
ing hypopneas, the flow reduction is not reflected by a reduc-
tion in sound.

We recently observed the behavior of hypopneas with snor-
ing in audio signals, for the first time, in a pilot study [31],
but here we confirm this with a larger database. This kind
of hypopnea justifies the relatively low sensitivity (76%) that
we obtained in the direct comparison (Table 3), which notice-
ably improves (84%) after excluding these events (Table 4).
Although this fact points to a limitation of our mHealth pro-
totype and acoustic analysis for detecting hypopnea, it also
evidences that the proposed algorithm accurately detects
SEv. Nonetheless, SEv are not sufficient to encompass all
hypopneas.

The existence of snoring during some hypopneas means
that, although there is an airflow reduction, the pas-
sage of this remaining flow through the partially blocked
upper-airway produces a vibration in the anatomical struc-
tures, leading to these irregular high-intensity sounds.
However, the exact mechanisms are unknown. Moreover,
it remains an open question as to why, in some hypopneas,
the flow reduction leads to reduced sound, while in others it
produces snoring. Further investigation is needed to clarify
this issue.

Currently, our algorithm cannot be used to detect hypop-
neas with snoring, since it was specifically designed to
detect silence events. This issue should be further explored
using other types of analysis to assess whether it is possi-
ble to distinguish regular snoring from that which occurs
during hypopneas. Despite this limitation, our automatic
SEv detector has considerable potential for OSA moni-
toring, as it accurately identifies apneas, the most acute
events, and ‘silence hypopneas’ (those where no snoring is
present and which can be detected as SEv). ‘Silence hypop-
neas’ are the most similar to apneas, and therefore these
are likely to be the most critical in terms of physiological
effects. Nevertheless, further research is needed to test these
hypotheses.

F. AUDIO SIGNALS CAN DETECT
ORAL BREATHING
We have characterized the acoustic signals corresponding to
oral and nasal breathing. Their spectral content enabled us to
easily distinguish the breathing route. Furthermore, the spec-
tral pattern of oral breathing was shared by most of the events
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where we saw breathing activity in the acoustic channel,
despite being labeled as ‘apnea’ by the reference system
(FNapn, Table 7). In contrast, almost all the events labeled as
‘hypopnea’ both by the smartphone and ApneaLink (TNapn,
Table 7) had the characteristics of nasal breathing. The few
remaining TNapn (12 out of 234) could correspond to oronasal
breathing. This evidence supports our hypothesis that many
discrepancies between the smartphone and the reference sys-
tem in terms of FNapn can be explained by the inability of the
nasal cannula to capture oral breathing.

The official AASM definition of apneas specifies that
these events are reductions in ‘‘oronasal airflow’’ [6]. For
this reason, we decided to change the labels of the events
in the reference system that corresponded to oral breath-
ing from ‘apnea’ to ‘hypopnea’, to better test the perfor-
mance of our algorithm. The results were greatly improved,
as reflected by the increase in the classification accuracy
from 70 to 82%.

In this work, we used oral breathing information to
explain the differences in the apnea/hypopnea classification
between our automatic algorithm from audio signals and
the reference system. However, the knowledge acquired on
nasal and oral breathing patterns could have many more
applications. For example, we could easily adapt the pro-
posed approach to monitor, overnight, exactly when and
how much the patient breathes through the nose or mouth.
This could be of great clinical value because, as dis-
cussed in previous work, excessive breathing through the
mouth can worsen the effects of OSA [11], but may also
indicate nasal congestion, allergies, or be related to other
illnesses [43].

Most of the oral breathing episodes in the nocturnal
database came from subjects 4 and 12, who have severe OSA.
This is in line with previous work associating increased oral
breathing with OSA [10]. Since breathing through the mouth
can be a risk factor for OSA and worsen the condition [11],
even reducing the effect of therapeutic approaches [12], [13];
it would be useful to monitor the breathing route in patients
with OSA over several nights. This could be done easily, in a
non-invasive way, using the smartphone.

One of the aims of this study was to compare the informa-
tion provided by acoustic signals from the smartphone with
the airflow signals from the reference device. Oral breathing
has proved to be a limitation for systems based on nasal
airflow. We found a significant number of events where the
audio signal clearly showed breathing activity, while nothing
could be seen in the flow channel, and thus the reference
system labeled these events as apneas (Fig. 7). This could
lead to apneas and hypopneas being confused, but also to
overestimation of patients’ severity, if they breathe through
their mouths a lot. This highlights the importance of having
sensors able to record oral breathing so that we can provide
an accurate OSA diagnosis. Sensors that satisfy this condition
include, as shown in this work, high-quality microphones, but
also, for instance, the oronasal thermistors that are usually
used in PSG.

A similar discussion was presented in a previous work
comparing OSA-related events scored with a nasal pressure
transducer only, or including an oronasal thermal sensor [8].
The authors concluded that the diagnostic accuracy was
affected by the absence of the oronasal thermal sensor, but
that any impact was likely to be small. Our results suggest
that, while it is true that the differences in AHI would not
be critical, being able to record oral breathing is essential for
distinguishing apneas and hypopneas.

G. SMARTPHONES AS SLEEP MONITORING TOOLS:
ADVANTAGES, LIMITATIONS, AND FUTURE WORK
We have proposed a method for detecting apneas and hypop-
neas using acoustic signals recorded with a smartphone,
and we have demonstrated its potential for screening and
monitoring patients with OSA. However, this study is not
free of limitations, which should be addressed by future
research.

Most work on novel tools for detecting OSA compare their
results with PSG, because it is the gold-standard technique in
OSA diagnosis. In this study, as we propose a smartphone
system whose final application would be the home-screening
of OSA patients, we compared it with another portable device
designed to be used at home. Future work could include a
comparison between our system and PSG, too. Nevertheless,
we would expect similar or better results, since the PSG tests
would be performed in a more-controlled and less-variable
environment than a patient’s home, and under the supervision
of qualified practitioners.

An advantage of the smartphone system is that it uses
unobtrusive sensors, reducing the number of wires, and can
be much more comfortable for patients. According to the
feedback we received, 10 of the 13 subjects reported no
discomfort or problems sleeping. The others felt that the
inconvenience stemmed from sleeping with the two devices
attached simultaneously to their chest, rather than because
of the smartphone. On the other hand, all 13 participants
confirmed that it was easy to activate the acquisition, as they
simply had to press a button.

Possible next steps include integrating other built-in or
external sensors to complement the information provided by
the audio channel. In particular, we want to add a wired
fingertip pulse oximeter to provide oxygen desaturation infor-
mation and make the smartphone system autonomous.

Despite the limitations mentioned here, the acoustic anal-
ysis of smartphone signals has shown to be an automatic,
straightforward and effective approach for identifying and
stratifying OSA patients. The availability and low-cost of
smartphones, linked with their powerful sensors, make them
perfect mHealth devices for performing simple non-invasive
diagnostic tests at home. In this way, they can facilitate
the diagnostic procedure and contribute to reducing the
huge costs and workload that OSA represents for healthcare
systems.

The proposed system and other emerging mHealth devices
are not necessarily aimed at substituting the gold-standard
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technique, PSG. In fact, they should rather complement
PSG, as screening tools for reaching many more patients
and helping the early detection of people at risk of OSA
or other sleep disorders. In addition, since smartphones are
widely available devices, our approach could be used to
monitor a patient’s condition over several nights and study
the variability in the AHI, something that is currently not
possible due to the high resource cost. In future work,
we will monitor OSA patients for several consecutive nights
and/or, alternatively, for several nights distributed across dif-
ferent months, as a long-term follow-up. The smartphone
will be very valuable for this application, which will allow
continuous monitoring of the patient’s condition and the
effect of therapeutic interventions, thus optimizing the entire
clinical process.

V. CONCLUSION
In this work, we have presented a smartphone-based sys-
tem for screening and monitoring OSA patients at home
using acoustic signal analysis. We achieved our first objective
by developing an automatic algorithm for detecting silence
events, which correlated well with the reference system labels
for apneas and hypopneas.

Our second objective was to test the performance of the
smartphone system for OSA detection. In our database,
the AHIs predicted from the audio signals had a very high
degree of concordance with those from the commercial ref-
erence device, and all the patients were correctly diagnosed
and stratified into severity levels.

Finally, the third main objective was to compare the infor-
mation provided by the audio signals from the smartphone
microphone and the airflow channel of the reference device.
Although the sound reductions in the audio signals could
be used to identify apneas and some hypopneas, we found
that certain hypopneas are accompanied by snoring, and thus
cannot be detected as silence events. This challenge for the
acoustic analysis must be considered in the development of
future OSA diagnosis solutions.

Additionally, we provided the first acoustic characteriza-
tion of oral vs. nasal breathing. Thanks to this, a limitation
of the nasal airflow sensors was confirmed: they miss oral
airflow, so they may mislabel episodes of oral breathing as
apneas. This underlines the importance of having sensors able
to record both nasal and oral airflow to accurately evaluate
OSA.

This novel knowledge of oral breathing and hypopneas
with snoring may be of great interest for clinical prac-
tice, to better understand the pathophysiological mecha-
nisms of the events associated with OSA, but also the
potential limitations of current and novel diagnostic equip-
ment. An automatic analysis of acoustic signals from
smartphones can be used as a powerful, non-invasive tool
for early detection and monitoring of OSA patients at
home, thus helping to reduce the high impact of this
disease.
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