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ABSTRACT As various video services become popular, video streaming will dominate the mobile data
traffic. The H.264 standard has been widely used for video compression. As the successor to H.264,
H.265 can compress video streaming better, hence it is gradually gaining market share. However, in the short
term H.264 will not be completely replaced, and will co-exist with H.265. Using H.264 and H.265 standards,
three types of frames are generated, and among different types of frames exist dependencies. Since the
radio resources are limited, using dependencies and quantities of frames in buffers, an appropriate time
division transmission policy can be applied to transmit different types of frames sequentially, in order to
avoid the occurrence of video carton or decoding failure. Polling models with batch Markovian arrival
process (BMAP) and across-queue state-dependent service discipline are considered to be effective means
in the design and optimization of appropriate time division transmission policies. However, the BMAP
and across-queue state-dependent service discipline of the polling models lead to the large state space and
several coupled state transition processes, which complicate the performance analysis. There have been
very few researches in this regard. In this paper, a polling model of this type is analyzed. By constructing
a supplementary embedded Markov chain and applying the matrix-analytic method based on the semi-
regenerative process, the expressions of important performance measures including the joint queue length
distribution, the customer blocking probability and the customer mean waiting time are obtained. The
analysis will provide inspiration for analyzing the polling models with BMAP and across-queue state-
dependent service discipline, to guide the design and optimization of time division transmission policies
for transmitting the video compressed by H.264 and H.265.

INDEX TERMS Across-queue state-dependent, batch Markovian arrival process, H.264/H.265, polling

model, video streaming.

I. INTRODUCTION

With the fast development in the fields of mobile communica-
tions and Internet of Things (IoT) technologies, the number of
network access devices is increasing dramatically. Ericsson’s
mobility report [1] reveals that, by the end of 2024 there will
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be 8.9 billion mobile subscriptions, excluding the cellular IoT
connections and fixed wireless access subscriptions. More-
over, the video services are becoming common, such as video
part of most online content (news, ads, social media, etc.),
video anywhere and anytime, emerging immersive media for-
mats and applications (360-degree video, AR, VR), etc. In the
future, the video streaming will dominate the mobile data traf-
fic. Ericsson’s mobility report [1] reveals that, in 2024 video
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will account for around 74% of mobile data traffic. Thus,
it is worth improving the quality of video services in mobile
networks with limited radio resources.

The H.264 video compression standard was developed
in 2003, and it is suitable for encoding High Definition (HD)
video (1920 x 1080 resolution or higher) [2]. Up till now,
H.264 has been widely used for video compression. In 2013,
the video compression standard H.265 was developed as the
successor to H.264. H.265 has better compression for video
streaming, and it is suitable for high-resolution compression
such as 4K (4096 x 2160 resolution) and 8K (7680 x 4320
resolution) [3]. Compared with H.264, H.265 can save up to
50% of bandwidth and storage for the same video quality.
Nevertheless, the H.265 standard needs more resources to
decode or encode. In view of the cost and user’s necessary
needs, H.264 will not be completely replaced in the short
term, and it will co-exist with H.265. Using H.264 and
H.265 standards, three types of frames are generated in video
compression, as [-frame (intra frame), P-frame (predictive
frame) and B-frame (bi-predictive frame). As shown in Fig. 1,
I-frames are complete pictures and don’t require other types
of frames to decode; P-frames require I-frames and other
P-frames to decode; B-frames require I-frames and P-frames
to decode. If one I-frame is lost, some P-frames and B-frames
may not be decoded accurately; if one P-frame is lost, some
B-frames and other P-frames may not be decoded accurately.

FIGURE 1. Diagram of the relationship among I-frame, P-frame and
B-frame.

In wireless networks, some devices and data centers are
responsible for transmitting the collected or stored video data
to the destination. For example, the cameras transmit the
collected video data to the processing center through wireless
networks, and the cloudlet/fog is deployed on the edge of
wireless networks to transmit the stored video to the request-
ing user. The video data can be compressed by H.264 and
H.265 in the upper layer. Due to the dependencies among the
generated frames and the limited radio resources, different
types of frames can be assigned different transmission prior-
ities, as [-frame > P-frame > B-frame, and they are arranged
in different buffers of the data link layer. An appropriate time
division transmission policy is implemented in the scheduler
to transmit different types of frames orderly.

Polling models are considered to be effective means in
the design and optimization of time division transmission
policies. The classical polling model consists of one server
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FIGURE 2. Structure of the classical polling model.

and several queues (see Fig. 2), and the server renders ser-
vices to customers in different queues, according to the given
polling and service discipline. For the key concepts and per-
formance measures, the correspondence between the polling
model and the time division transmission policy is shown
in Table 1. In this paper, we study the polling model and its
performance analysis method which can be used in the design
and optimization of time division transmission policies for
transmitting the video compressed by H.264 and H.265.

A. RELATED WORKS

Up to now, various polling models have been analyzed. These
polling models can be divided into two categories, i.e. ones
with intra-queue autonomous service discipline and ones with
across-queue state-dependent service discipline, according to
whether the service discipline attached to one queue depends
on the states of other queues.

1) POLLING MODELS WITH INTRA-QUEUE

AUTONOMOUS SERVICE DISCIPLINE

In this type of polling models, the service discipline attached
to each queue is independent of the states of other queues. For
each queue, the common used service disciplines are exhaus-
tive, gated, number-limited, time-limited and their variations.
Some examples are listed in the following.

In [4], Sikha and Manivasakan analyzed the polling model
which consists of one server and two finite-buffer queues.
The service disciplines attached to the two queues both are
number-limited, and the limited number for the first queue
is more than the one for the second queue. Customers arrive
at the first queue according to the Poisson process, and
the second queue is assumed to be saturated. The steady
state queue length distribution of the first queue at server
departure epochs was analyzed, and its calculation formula
was obtained. In [5], Winands et al. analyzed the polling
model which consists of one server and two infinite-buffer
queues. The server alternately attends the two queues, and the
service disciplines attached to the first and second queue are
respectively exhaustive and number-limited. The customer
arrival processes of the two queues are independent Poisson
processes. The probability generating functions of the joint
and marginal queue length distributions both at service com-
pletion epochs and at arbitrary instants were obtained, and
they are the basis of calculating the mean queue lengths.
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TABLE 1. The correspondence between the polling model and the time division transmission policy.

Key concepts and performance measures of the polling model

Corresponding elements of the time division transmission policy

Customer Frame

Queue Buffer
Customer arrival process
Server

Polling and service discipline

Queue length

Customer waiting time

The process under which the corresponding frames enter into the buffer
Transmission unit

Transmission discipline

The number of frames in the corresponding buffer

The time from the instant when the corresponding frame enters into the buffer to the

instant when the frame transmission is finished

Customer blocking probability

Frame blocking probability due to the buffer overflow

In [6], Boxma et al. analyzed the polling model which
consists of one server and multiple infinite-buffer queues.
The server attends these queues periodically according to
a general service order table, and the queues with higher
priority are attended frequently. Each queue is attached to one
of the three service disciplines, including exhaustive, gated
and number-limited (1-limited). For each queue, the numbers
of arrivals in every time slots are independent and identically
distributed random variables. The pseudoconservation law
for this model was derived, and it can be used to obtain
approximations for individual mean waiting times. In [7],
van Wijk et al. analyzed the polling model which also con-
sists of one server and multiple infinite-buffer queues. The
server attends these queues in a cyclic manner, and each
queue is served according to the multigated service discipline.
The customer arrival processes of the queues are indepen-
dent Poisson processes. The mean visit time of each queue,
the pseudoconservation law, the distribution of waiting times
and the mean waiting times were derived.

In [8], Saffer and Telek presented a unified analysis method
for the cyclic polling model which consists one server and
multiple infinite-buffer queues. The server is entitled to
serve the queues in a cyclic manner, and the service dis-
ciplines attached to the queues have the following prop-
erties: memoryless property, work-conservation property,
non-preemptive service property, determination property.
The most commonly known disciplines, such as exhaustive,
gated, binomial exhaustive, binomial-gated, non-exhaustive,
semi-exhaustive, limited-N and non-preemptive limited-T, all
satisfy the above properties. The customer arrival processes
of the two queues are independent batch Markovian arrival
processes (BMAPs) [9].

2) POLLING MODELS WITH ACROSS-QUEUE
STATE-DEPENDENT SERVICE DISCIPLINE
For this type of polling models, there is at least one queue
whose service discipline depends on the states of other
queues. Some examples are listed in the following.

In [10], the polling model consists of one server and two
infinite-buffer queues. The first queue is served according
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to the exhaustive service discipline until it is empty, at this
time, if the second queue is not empty, the server switches
to the second queue. During the service time of the second
queue, (a) if the second queue is not empty while the number
of customers in the first queue exceeds a certain threshold,
the server switches to the first queue immediately; (b) if the
second queue is empty while the number of customers in the
first queue does not exceed a certain threshold, the server still
switches to the first queue. The customer arrival processes
of the queues are independent Poisson processes. The joint
queue length distribution was determined.

In [11], [12], the polling models consist of one server
and three infinite-buffer queues. The first queue is served
according to the exhaustive service discipline until it is empty,
then the server switches to the second queue. During the
service time of the second queue, if there exist some cus-
tomers arriving at the first queue, the service in progress
(if any) is interrupted and the server switches to the first queue
immediately; otherwise, the second queue is served until it
is empty, and then the server switches to the third queue.
During the service time of the third queue, if there exist some
customers arriving at the first queue, the service in progress
(if any) is interrupted and the server switches to the first
queue immediately; otherwise if the number of customers
in the second queue exceeds a certain threshold, the service
in progress (if any) is interrupted and the server switches to
the second queue immediately, otherwise the third queue is
served until it is empty, and then the server switches to the sec-
ond queue. In the second and third queue, the interrupted
service will be started from beginning again in the next cycle.
For each queue, customers arrive independently according to
the Poisson process. In [11], the exact heavy-traffic limits
of the polling system were derived first, and then based on
these results, an approximation of the tail asymptotics of the
stable queues was provided, which describes the heavy-traffic
behaviors more distinctly. In [12], the stationary joint queue
length distributions were derived, and then the behaviors in
the light-traffic and heavy-traffic scenarios were presented,
finally, interpolation approximations of the mean sojourn
times were provided.
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In [13], Cao and Xie proposed a cyclic polling model with
BMAP and across-queue state-dependent service discipline,
and analyzed its stability. In this polling model, there are one
server and two infinite-buffer queues. The customers arrive
at the two queues according to two independent BMAPs;
the server is entitled to serve the two queues in a cyclic
manner. The customers in the first queue have the higher
service priority, and they are served according to the gated
service; the customers in the second queue have the lower
service priority, and they are served according to the across-
queue state-dependent time-limited service discipline. As the
length of the first queue increases, the mean predetermined
service time of the second queue either decreases or remains
the same.

For more polling models, see [14]-[21] and references
therein. According to the existing literature, in the current
researches on polling models, the customer arrival processes
are mostly assumed to be the Poisson processes. For the
Poisson arrival process, the customers arrive independently,
and the inter arrival times are independent and identically
distributed exponential random variables. Hence, the Poisson
arrival process can’t effectively describe the arrival charac-
teristics of the video streaming that have correlated frames.
Fortunately, the BMAP can capture the batch, correlated
and bursty nature of the video streaming [22]-[25]. More-
over, it includes the Poisson process, the PH-renewal pro-
cess, the Markov-modulated Poisson process, the Markovian
arrival process as special cases. In addition, the weighted
round-robin (WRR) policies are commonly used to transmit
data with different priorities [26], [27]. In WRR, the used
weights are set statically according to the prior traffic infor-
mation. In the dynamic weighted round-robin (DWRR),
the weights are set dynamically according to the time-varying
characteristics of traffic. It was shown in [28], [29] that
DWRR can achieve better performance than WRR, without
the prior traffic information. Based on this result and the
dependencies among the frames generated by H.264 and
H.265, it is inferred that the time division transmission pol-
icy with across-buffer state-dependent property can effec-
tively improve the transmission quality of the compressed
video. The transmission policy attached to one buffer can
be dynamically adjusted based on the time-varying charac-
teristics of frames in other buffers with higher priorities.
Therefore, the polling models with BMAP and across-queue
state-dependent service discipline are worth studying. And
they are effective analysis tools to guide the design and opti-
mization of time division transmission policy, for transmitting
the video compressed by H.264 and H.265. However, there
have been very few researches in this regard. To the best of
our knowledge, in 2017, a polling model of this type was
proposed firstly [13], and up to now its performance measures
have not been analyzed. The method proposed in [8] is not
suitable for the model in [13], since the service disciplines
need to be independent of the history of the model, whereas
in [13], the service time of the second queue depends on the
length of the first queue. In [30], Vishnevsky et al. indicated

VOLUME 7, 2019

that a polling model can be analyzed by the decomposition
of the polling model into a set of vacation queueing models.
But, this method is also not suitable for the model in [13],
due to the across-queue state-dependent service discipline
attached to the second queue. Indeed, the BMAP and across-
queue state-dependent service discipline lead to the large state
space and several coupled state transition processes, which
complicate the performance analysis.

In this paper, we will analyze the performance of the cyclic
polling model, as presented in [13]. The buffer sizes of the
two queues are finite in our analysis. The motivation of this
paper includes two aspects. First, the performance analysis
of the cyclic polling model in this paper can be used as
a basis of analyzing the cyclic polling model in [13] with
infinite-buffer queues, by increasing the buffer sizes. Second,
since the polling models with BMAP and across-queue state-
dependent discipline can be used to guide the design and
optimization of time division transmission policies for trans-
mitting the video compressed by H.264 and H.265, we will
explore the method to analyze this type of polling model by
concentrating on the two-queue model, whenever possible,
suggest extensions to the multi-queue model in the future.

B. OUR MAIN CONTRIBUTIONS

By constructing a supplementary embedded Markov chain
and applying the matrix-analytic method based on the semi-
regenerative process [31], some important performance mea-
sures of the polling model presented are analyzed.

o The expressions of three joint queue length stationary
distributions are obtained, including: the joint queue
length stationary distribution, at queue 1 polling epochs
when the server arrives at the first queue; the joint queue
length stationary distribution, at queue 2 polling epochs
when the server arrives at the second queue; the joint
queue length stationary distribution at arbitrary time.

o The expressions of customer blocking probabilities in
different queues are derived.

o The expressions of customer mean waiting times in
different queues are obtained.

In addition, the analysis method applied in this paper can

provide inspiration for analyzing the polling models with
BMAP and across-queue state-dependent service discipline.

C. NOTATIONS

Throughout this paper, unless otherwise stated, notations are
used as follows. N = {0,1,2,...}; NT = {1,2,3,...};
e denotes a column vector of appropriate size consisting
of 1’s; e; (k € NT) denotes a k-dimensional column vector
consisting of 1’s; 0 denotes a vector or matrix of appropriate
size consisting of 0’s; 0 (k € NT) denotes a k x k matrix con-
sisting of 0’s; O, xk, (k1, k2 € NT) denotes a k; x kr matrix
consisting of 0’s; I denotes an identity matrix of appropriate
size; Iy (k € NT) denotes a k x k identity matrix. For any
ni, ny € N,if ny = ny, then 8, », = 1; otherwise, 8,, », = 0.
Given two sets A and B,A\ B = {x|x € Aandx ¢ B}. Given a
matrix A whose elements (which may be blocks) are indexed
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by (i,j) € Q1 x 27, where the set 2| consists of the row
indices which are all either scalars or row vectors with the
same dimension, and the set 2, consists of the column indices
which are all either scalars or row vectors with the same
dimension, A can be denoted by A = (A,;j 1ieQy,je Qz),
where A;; represents the (i, j)-th element, and no matter
the indices are scalars or vectors, the elements in each row
(column) are arranged in the lexicographical order among
the corresponding row (column) indices. Given a row vector
B whose elements (which may be blocks) are indexed by
i € Q, where the set 2 consists of the indices which are all
either scalars or row vectors with the same dimension, B can
be denoted by B = (B; : i € ), where B; represents the
i-th element, and no matter the indices are scalars or vectors,
the elements are arranged in the lexicographical order among
the corresponding indices. B” represents the transposition
of the row vector B; whether or not blocks, B;, i € 2, are
the transposed atomic elements.

The rest of this paper is organized as follows. The system
model is presented in Section II. In Section III, firstly a
supplementary embedded Markov chain is constructed; and
then the joint queue length stationary distributions at queue 1
polling epochs and at queue 2 polling epochs are analyzed.
In Section IV, the joint queue length stationary distribution
at arbitrary time is analyzed. The blocking probabilities and
waiting times of customers in different queues are analyzed in
Section V. In Section VI, a numerical example is carried out
to illustrate the calculations of performance measures which
have been analyzed, and some numerical experiments are
carried out to show the effectiveness of the proposed polling
model. Finally, the conclusion is given in Section VII.

Il. MODEL DESCRIPTION

The cyclic polling model considered in this paper consists
of a single server and two finite-buffer queues. The cus-
tomers arrive at the two queues according to two indepen-
dent BMAPs. Upon arrival, if there is not enough space
in the buffer, a part of the current batch will be rejected.
The customers in the first queue have the higher service
priority than the customers in the second queue. The server
attends the two queues in a cyclic manner. The first queue is
served according to the gated service discipline. The second
queue is served according to an across-queue state-dependent
time-limited service discipline with the preemptive repeat-
different property. Namely, the predetermined time of the
server’s visit to the second queue is time-limited, and its
probability distribution function depends on the length of the
first queue at the instant when the server started to depart
from the first queue last time. As the length of the first
queue increases, the mean predetermined limited time either
decreases or remains the same. Because of the preemptive
repeat-different property, in the second queue, the service
in progress (if any) is interrupted when the predetermined
limited time expires. The interrupted service will be started
from beginning again in the next cycle, and its service time is
newly sampled from the same service time distribution of the
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FIGURE 3. The dependency diagram of two queues.

customers in the second queue. In addition, for the two service
disciplines, the service orders are first in first out (FIFO); and
the switchover times of the server transferring from a queue
to the other one are considered. Fig. 3 shows the dependency
of two queues. The following assumptions are made.

(1) The length of a queue counts the number of customers
whose services are not finished in the queue.

(2) The length of a queue is always less than the buffer
size of the queue, either when the service of a customer
in the queue just terminates or when a customer just
departs from the queue after being served.

(3) When the server arrives at each queue, it immediately
begins to serve the customers (if any), and the service
progress is not broken until the current service period
ends according to the used service discipline.

The t-th queue is called the queue ¢ and the customer in
the queue ¢ is called the (-customer, where unless otherwise
stated, ¢ € {1,2} throughout this paper. The epoch just
when the server arrives at any queue is called the polling
epoch; the epoch just when the server arrives at queue ¢ is
called the queue ¢ polling epoch. Without loss of generality,
suppose that each cycle begins at queue 1 polling epochs.
If queue 1 is not empty at the queue 1 polling epoch, the server
starts to serve the present 1-customers until the services of
these 1-customers are completed, and then the server departs
from queue 1; otherwise the server immediately departs from
queue 1. After departing from queue 1, the server transfers
to queue 2. If queue 2 is not empty at the queue 2 polling
epoch, the server starts to serve the 2-customers until the
predetermined limited time for queue 2 expires or queue 2 is
empty (whichever occurs first), and then the server departs
from queue 2; otherwise the server immediately departs from
queue 2. After departing from queue 2, the server transfers to
queue 1. And the next cycle will begin.

The buffer size of queue ¢ is denoted by Q, (QL € N+).
The predetermined limited time for queue 2 is denoted by the
random variable H;, which obeys the exponential distribution
with the parameter ; (0 < y; < 00, j € {0, 1,..., Q1 — 1}),
where j denotes the length of queue 1 when the server last
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departed from queue 1. For ji,j» € {0,1,...,01— 1},
if j1 > jo, then y;; > y;,. The switchover time of the server
transferring from queue ¢ to the other queue is denoted by
the random variable R,, which obeys the general distribution
with the distribution function R,(¢) and the mean r,, where
t € [0,400), R(O) = 0and r, € (0,+0o0). For the
same queue, the service times of the customers are inde-
pendent and identically distributed. The service time of the
(-customer is denoted by the random variable B,, which obeys
the general distribution with the distribution function B,(¢)
and the mean b,, where t € [0, +00), B,(0) = 0 and b, €
(0, 400). According to Theorem 9.14 in [32], any probability
distribution on [0, 4-00) can be approximated by a proba-
bility distribution of phase type (PH-distribution). Moreover,
in analyzing the queueing model with BMAP by the matrix-
analytic method, some numerical integrals can be avoided
by applying the PH-distribution. So, suppose that R,(¢) has
the phase type representation (e,, R,) of order mp,, where
mg, € N* and a,e = 1, and that B,(z) has the phase type
representation (,B " B[) of order mp,, where mp, € N* and
B.e = 1. From Theorem 2.2.1 in [33], for a PH-distribution,
if the given representation is reducible, its irreducible repre-
sentation can be obtained by deleting the superfluous states of
the Markov chain corresponding to the given representation.
So, suppose that the representations of the PH-distributions
involved in this paper are all irreducible.

The BMAP corresponding to the ¢-customers is denoted
by the BMAP-i, which is defined by a two-dimensional
continuous-time Markov chain X (‘)(t) on the state space S (‘),

XO(r) = (N(1), Vi(1); t > 0},
SO = {G,v) i, €N, v, € M},

where M, = {1,2,...,m,}, m, € NT. N,(1) represents a
counting variable denoting the number of arrivals in (0, t];
V.(¢) represents a phase variable denoting the phase of the
BMAP-¢ at time ¢.

PO (n,t),n e N, t > 0, is defined as a m, x m, matrix,

PO )= (P, (0.0 v € M),

where P(Vi) v (n, 1) represents the following conditional
probability,

Piifv, (n, )=P [N()=n, V,(t) = v]IN(0) = 0, V(0) = v,} .

PY (n,1) satisfies the following Chapman-Kolmogorov
equations,
n
P () =Y PYG DY,
j=0
PY (0,0) = I,,. )

neN,t>0, (1)

DJ(.t) (j € N) is am, x m, matrix. For v;, v, € M, and v, #
v, (Dg)) is nonnegative and characterizes the transition
ViV,

intensity of X (1) from the state (i,, v,) to the state (il, v:),
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ii € N;forv, € M, (Dg)) is negative, and its opposite
Vi,V

characterizes the transition intensity of X O(¢) from the state
(i,, v,) to any other state in NS Forj € Nt and v,, v, €
M,, (Dj@) is nonnegative and characterizes the transition
vV,

intensity of X¥(¢) from the state (i,, v,) to the state (i, + j, V),
i, € N.

The matrix generating function of DJ(.L) (G=0,1,2,...)1s
defined as

o0
D) =Y DV, o < 1. 3)
j=0
DY (1)e = 0, and DY(1) is briefly denoted by D® throughout
this paper. Assume that D £ Dg), thus based on Theo-
rem 1.3.17 of [34], the matrix Dg ) is stable. D® can be viewed
as the infinitesimal generator of the irreducible continuous-
time Markov chain v?) (t = 0), which is the underlying
Markov chain of the BMAP-: and has the state space M,.
The stationary distribution of vE‘) is denoted by #,, such that
0,DY = 0 and 0,e = 1. The average arrival rate of BMAP-
is defined as A, = 0, Zfilij(-l)e.
The matrix generating function of PO n,t), n =
0,1,2,...,1s defined as
o0
PO =Y P,
n=0
From (1), (2), (3) and (4), the first derivative of P® (z, ¢) with
respect to ¢ satisfies

PY¢z 1) =PY (0D (),
PY (z,0) = L,,.

lzl = 1. “

Moreover, there is the following relation,

Assume that R,, B, H;, BMAP-. 1 = 1,2;j = 0,1,
..., 01 — 1) are mutually independent. The joint arrival
process of the BMAP-1 and the BMAP-2 can be defined by
the four-dimensional continuous-time Markov chain Y (z) =
{N1(t), Na(t), V1(t), Va(t); t > 0}. For Y(t), a m x m matrix
P(ni,ny, t),t > 0,n1,ny €N, is introduced as follows.

lz] < 1.

P (nl , N2, t) = (P(VI’VZ),(\)/P\)&) (nl , N2, t)

S, v, (Vi vh) € My x M2>,
where m = mym;, and the ((v1, m), (\/1, \/2) )-th element

represents the following conditional probability,

P(V1,V2),(v’1,v’2) (n1,n, t)
= P{N1(t) = n1, Na(t) = ma, Vi (t) = v}, Va(t) =)
IN1(0) = 0, N2(0) = 0, V1(0) = vy, V2(0) = w2}

P(n1, ny, t) satisfies the following relation,

P(ny, m, 1) = POy, 1) @ PP (my, 1), ®)
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TABLE 2. The value assignment rules for (7).

®(Tyn) The value assignment rule

S2 If a switchover of the server from queue 2 to queue 1 just terminates at time 77, .

(s1,9) If a switchover of the server from queue 1 to queue 2 just terminates at time 77, and the length of queue 1 was j when the server started
to depart from queue 1 last time, where j € {0,1,--- ,Q1 — 1}.

(2,9) If the service of a 2-customer just completes at time 77, and the current predetermined limited service time of queue 2 is H;, where
j€{0,1,---,Q1— 1}

(1,4, k) If the service of the k-th 1-customer just completes at time 77,, given that the length of queue 1 was ¢ when the current service period

started, where ¢ € {1,2, - -

7Q1}’ke {1727"' vl}

where the symbol ® denotes the Kronecker product opera-
tion. Based on (4) and (5), it can be shown that P(ny, n, t)
satisfies the following Chapman-Kolmogorov equations,

ny
. 1
Pl(ni,ny, 1) =) P(ji,m, 1) (Df,l)_j1 ® Img)
J1=0

ny
+ Z P(ny, j2, 1) (Im1 ® sz) /z) ©)
72=0
P(0,0,0) = I;. @

The matrix generating function of P (ny,ns, 1), ny,ny =

0,1,2,...,1s defined as
P(z1,22,1)
o0 o0
=Y > P.m.n'd. lul<llnl <1
n1=0n,=0

Based on (4) and (5), there is the following relation,

P(Zl, 2, t) — e(D(l)(Zl)@D(z)(ZZ))I’ |Zl| S 1’ |ZZ| S 17

where the symbol @ denotes the Kronecker sum operation.
As the definition of [35], A B =AQ®I, +1, ®B, where a
and b denote the orders of the matrices A and B, respectively.

Ill. TWO JOINT QUEUE LENGTH STATIONARY
DISTRIBUTIONS AT THE POLLING EPOCHS

In this section, we will analyze the joint queue length sta-
tionary distributions at queue 1 polling epochs and at queue
2 polling epochs. In order to prevent some details of the state
transitions of the cyclic polling model being ignored, the sup-
plementary embedded Markov chain at service completion
and switchover termination epochs needs to be constructed
firstly. This supplementary embedded Markov chain is the
basis not only for analyzing the two joint queue length station-
ary distributions at the polling epochs, but also for analyzing
the joint queue length stationary distribution at arbitrary time.

A. THE SUPPLEMENTARY EMBEDDED MARKOV CHAIN
AT SERVICE COMPLETION AND SWITCHOVER
TERMINATION EPOCHS

Define an event that either a service completion or a
switchover termination just occurs, and let 7, denote the
instant when this event occurs at the n-th time, where n € N™
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and T,, € [0, 400). Notice that at the instant just when a
switchover of the server terminates, the server just arrives at
either queue 1 or queue 2. Without loss of generality, it is
assumed that 7 is the instant just when the switchover of the
server from queue 2 to queue 1 terminates, or the instant just
when the server arrives at queue 1.

Consider the state of the cyclic polling model at 7, i.e.

§(Ty) = (CD(Tn), Li(Ty), Lo(Ty), Vi(Ty), V2(Tn))~

The value assignment rules for ®(7},) are listed in Table 2.
V.(T,) denotes the phase of the BMAP-: at time 7,, where
V(T,) € M,. L,(T,) denotes the length of queue ¢ at time T,
where L,(T,) takes its values as the following way.

(@ If ®(T,) = (1,i,k), then Ly(T,) € LI and
Ly(Ty) € L(l), where
L(Lifk) ={i—k,i—k+1,...,
LY =10,1,...,00};

01— 1},

(b) if ®(T,) = (s1,)), then Ly(T,) € L' and
Ly(T,) eLg‘) where
LY = G+ 1,..., 01,
LYY ={0,1,...,02};
(© if ®(T,) = (2.)), then Li(T) e L and
Lx(T,) € L?, where
LYY = (j+1,.... 01},
L§2>={0,1,...,Q2—1};
() if D(T,) = s2, then Ly(T,) € L1 and Ly(T,) € LS,
where
L ={0,1,....01}. L = {0 1,..., 05}

&(T,) is briefly denoted by
gn = (q)m Ll,n’ L2,na Vl,m V2,n) .

The discrete-time stochastic process {&;n € Nt} is con-
structed, and it is a homogeneous Markov chain on the state

space Sz = él) U S(Sl) U S(Z) U SéSZ), where

i
sg” UU (1,5, k) ) x L0 % LY x My x Mo,
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01-1

SEV = | {61 ) x LY < LS x My x Mo,
j=0
01-1 )

s& = J {@p} x L x LY x My x My,
Jj=0

S8 = {52} x L x LS x My x M.
A matrix P {¢', 1], )¢, I, I} is introduced,
P{0 11 Bl 1, 2} = (P, () 16811 BI6. 1. 12}
t(viu ), (V). 0h) € My x Mz),

where the ((vl, ), (\/1 , v’z) )-th element represents the
following conditional probability,

P(Vlgvz)»(V’,,V’z) {¢/’ . blg. I, 12}
= P{Sn«H = (¢/7 li7 lé’ v/17 V/2) |$}’l = (¢’ llv 127 Vi, VZ) }

Let the states in Sg be listed in the order, i.e. first the states

in Sél), second the states in Sésl), third the states in Séz) and

fourth the states in Sém are listed in the lexicographical order.

Based on this sequence, the one-step transition probability
matrix M of the Markov chain {£&,; n € NT} is constructed
as the following,
M, M, 0 0

0 0 M; My

M=1o 0o ™M M|
M; Mg 0 0
where the matrices M; (i =1, 2, ..., 8) describe the transi-

tion probabilities among the states in Sg, see Fig. 4. It can be
seen that, some blocks in M are zero matrices. That is because
the swithover times of the server between the two queues are
not ignored. The structure of M will provide conveniences for
the following analysis, see Section III-B and Section III-C.

The details about the matrices M; (i = 1,2, ---,8) will be
given respectively in the following.
MI Sél) Mz Séu)
M%
M, | M
M7
M s s
: : M,

FIGURE 4. The schematic diagram of the one-step transitions among the
states in S;.

For making some expressions concise, two notations are
introduced firstly. Let

d (}’ll, n2) = (8111,}12 1- Snl,nz) ,

_(T@nm) T o.m)
(a1, n2)) = <F (77, n2) F(n1,n2)>’

where I' is a universal symbol, and it will be replaced by
the required symbols in different cases. The meanings and
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calculation formulas of I" (ny, n2), I (n1, m2), I' (11, np) and
I' (n1, np) are presented in Appendix A.

(1) The matrix M; describes the one-step transitions
among the states in Sél). Within Sél), the state with
¢ = (1, i, i) can not transfer to any other states, where
i € {1,2,...,01}; the state with ¢ = (1,4, k) can
transfer to the state with ¢ = (1,i,k+ 1), where
ie{2,3,....,01},k e {1,2,...,i—1}. So, M; has
the following structure.

M; =diag(M1,1 M2 M),

where M1 = 0¢, ¢4 = m(Q1—n+1)(Q2+1),
nef{0,1,...,01};and

0 (Ml,i)l,z 0
M= : : : )
0 0 e (M)
0 xg; 0 0
ie{2,3,...,01}. (Mlﬁi)k,k+1’i ef{2,3,...,01},k e
{1,2,...,i— 1}, consists of matrix blocks which are

indexed by ( (/1. b) , (1. 15) ). (hh. 1) € L9 <L,
(1, 15) e LD LD, where

M)y i)
(( 1”)k,k+1 (11s12)>(l{»l£)
=P{ (i k+1), 1,510k, 0L, bk}
Given i and &, consider each (I1, ) € Lgl’i_k) X IL;I),
(a) for (li,lé) e (h—1,04,...,01 — 1} x {b,
12 + 17 AR Qz}’
(( l’l)k,k-‘rl ([1,12)’(11’%)
= 5(00.15) (B (1 — 1+ 1,15 — 1))
x (1. 1] +1);
(b) for the other (1, 1) € ]L(ll’i*kfl) x ]L;l),

M; ; ) — 0.
(( 1”)k,k—i—l (l|,lz),(li,l§) m

(2) The matrix M describes the one-step transitions of the
states from Sél) to Sé” ). Consider the states in Sél), only

the state with ¢ = (1, i, i) can enter into Sésl), where
iefl,2,...,01}. So, M has the following structure.

Myio My, Mz1.0,-1
M0 M5 M3 0,1
M, = : . . ,
Mo, 0 Mo M2 0,,0,-1
where
My;=M;, je{0,1,...,01—1},

M= (0351|—1X51> ie{2,3,...,01}
sLJ sz i s Iy s )
j€{0,1,---,Q1—1}a
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and Sk = m(@Q+ DIn+(—D+@m—2)+ -+
(n—k+1].My;,je{0,1,...,01 — 1}, consists of
matrix blocks which are indexed by ( (1, ), (li, lé) )
(k) e LMY LY (11, 1) e LU x LYY, where

(Mz’j)(ll,lz)»(l{,lé) = P{ (Sl 7,]) s li, lé' (17 L l) s 119 12}
Given j, consider each (I1, [p) € (]Lgl’o) \ {j}) X ]L(zl),
for any (li lé) € Lg‘“’/) X ILES'),
(M) (1.0 (1) 1y) = O
consider each (I1, [p) € {j} x ]L(l),
(@) for (I, 1) e L' x (b, b +1,..., 02},
(MZJ) (b, (17.15)

=8(Q2. 15) (Ri (I — by — )87 (Q1.17)

(b) for the other (I1,1) € ]Lgsl’j) x ]Lg‘),
(Mz’j)(ll,lz),(li,lé) = 07

(3) The matrix M3 describes the one-step transitions of the
states from S és‘) to S éz). In this case, the state with ¢ =

(s1,/)in S (1) may only transfer to the state with ¢ =

(2.j) in 87, where j € {0, 1,..., Q1 — 1}. So, M has
the following structure.

M; = diag (M3,o Mz, - M3,Q1—1) ,

where M3 , j € {0,1,...,01 —1}, consists of
matrix blocks which are indexed by ( (1, ) , (1, 1) ).
(1, ) e L x LSV, (11, 15) € LY x LS, where

(Mlj)(zl,zz),(l;,lé) =P{Q2.). 1. Ll Gs1.)) . I b}
Given j, consider each (I1, ) € Lﬁsl’j) x {0}, for any
(1) € Ly = 1LY,

(Ms,)) U (1) = O
consider each (I1, L) € }Lisl’j) X (}Lg‘) \ {0}),

(@) for (I1,1)) € {li,h+1,...,01} x {b— 1, b,
e, 00— 1,

(M3,j)(11,12),(1;,z§) =34 (Qz, I+ 1)
x (B oBa (1 —11, 1~ 1> +1)
x8" (01, 17) .
(b) for the other (1, 1) € ]L?’j) x ]L;z),

(M3,j)(11,12),(l;,1§) = 07

(4) The matrix M4 describes the one-step transitions of the
states from Sé_(m to SE(SZ). Any state in Sé_(m may enter

into Ss(sz). So, M4 has the following structure.
T
My= (Mo Ms1 Mz -+ Mug_1),

127238

where My , j € {0,1,...,01 — 1}, consists of
matrix blocks which are indexed by ( (1, 1), (11, 15) ),
(I, b) € L x LY, (17, 15) € LY x LS, where

(M) 4, 1y iy = Pls2. 1 Bl G100 1, B}

Given j, consider each (I1, L) € ]Lgsl’j) x {0},
(@) for (I, 15) € {h, i +1,..., 01} x LY?
(Ma) 4, 1y, 1.00)
=8(02,15) (Ra (I — 11, 15)) 8" (@1, 17) .
(b) for the other (], 1;) € IL(lm X I[,ém,
(M4J)(11,12),(1;,1§) = O:
consider each (I1, ) € ]L(lsl’j) X (]Lgsl) \ {0}),
(@ for (I[.15) € {li.li+1,...,01} x {b. b+ 1,
R Q2}7
(M4J)(zl,zz),(1;,1§)
[y

=3 > 8@ b+ i) (BaoHy (i, )

i1=0 ip=0
x 87 (01,11 +i1) 8 (02. 1)
X (Rz (li - - l'],lé — b — iz))
x 8" (01.17).
(b) for the other (], 1;) € L(lm X IL;SZ)
(M4,j)(11,12),(1;,l§) = 0.
(5) The matrix Ms describes the one-step transitions
among the states in Séz). Within Séz), the state with
¢ = (2,j) may only transfer to the state with the same

¢ = (2,)), wherej € {0,1,...,0; — 1}. So, M5 has
the following structure.

Ms =diag(Mso Ms; -+ Msg 1),

where Ms;, j € {0,1,...,01 — 1}, consists of
matrix blocks which are indexed by (), (1. 5)),
(. b, (1], 1) e L x LY, where

(M) g, 1.y =PL@D 1. B 2.0) I

Given j, consi‘der each (I1, ) € ]L(lz’j) x {0}, for any
(1) € L = LY,

(M5aj)(ll,12),(l;,lé) = O@:
consider each (I, ) € ]L(lz’j) X (}ng) \ {0}),

@ for (I,1) € (hh+1,....01) x (b — 1,b,
e ’QZ_ 1}’

(MS*-/)(ll,lz),(li,lé) =34 (QQ, lé + l)
(B By (1~ 15— Lo+ 1)
x8" (Q1.17).
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(b) for the other (I1,1) € ]L(lz’j) x ]Léz),

(M57) 4, 1y.1.17) = O

(6) The matrix Mg describes the one-step transitions of the
states from Séz) to SS(SZ). Any state in SE(Z) may enter

into Sém. So, Mg has the following structure.

Ms = (Mso Mg Mgo M6,Q1—1)T’

where Mg, j € {0,1,...,01 —1}, consists of
matrix blocks which are indexed by ( (h, ), (li, lé) ),

(1, h) e L x LS, (1}, 15) € LY x LY?, where
(M6) 4, 1y iy = P2 6. 1 @) I B}

Given j, consider each (I, ) € ]Liz’j) x {0},
(a) for (I, 5) € {h, i+ 1,..., 01} x LY,

(Mé,j)(ll,zz),(lg,lg)
=3(02. ) (Re (I = 11, 1)) 87 (1. 1) ,
(b) for the other (1], 7}) € L{™ x LY,
(Mﬁj)(ll,lg),(l{,lé) = Oin;
consider each (I1, ) € L(lz‘j) X (ILEZ) \ {0}),
(a) for (151};) e (l,h+1,....01) x (bbb + 1,
O,

(Ms.j), ), (17,1)
L=l ly—h

=3 > 6@ b+ i) (Bro (i, )

i1=0 ir=0
x 871, i +i1) 8 (02, 15)
< (Ro (I =l —ir, 1y — b — o))
X 8T (le li) )
(b) for the other (I}, 15) € L(lm X L;SZ)’

(Ms,) b, (1) = On-
(7) The matrix My describes the one-step transitions of
the states from S‘;SZ) to Sél). Only the state with ¢ =

(1,i,1) in SE(I) can be reached, where i € {I,2,
..., 01}. So, M7 has the following structure.

M;=M711 Myia My M7.1.0,).
where
M71,1 =My,

M7, = (M” Ogoxsgl]), ief{2,3,...,01}.

My, i € {1,2,...,Q1}, consists of matrix blocks
which are indexed by ((11; by, (I, 15)), (h, k) €
LY? < Ly, (1. ) € L7 x Ly, where

(M7’i)(11,lz),(li,lé) = P{ (1,i, D, 1, lé|S2, I, lz}.
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Given i, i € {l1,2,...,01}, consider (I1,h) €
(Lﬁm \ {i}) « L§S2), for any (I1,1) € L§1,1—1) « Lg)’

(M7.0) 4, 1y, 1r.1g) = O

consider (I1, lp) € {i} x ng)’

(@ for (I,15) e LD x (b, b +1,..., 0},
(M7, 1y 1) = Q2. B)Bi (1=l +1, 15, —1)
x 8T (01,11 + 1),
(b) for the other (], 1) e L{"P x LI,

(M7,i)(11,12),(1;,1§) = 0.
(8) The matrix Mg describes the one-step transitions of
the states from SE(SZ) to Sés‘). Only the state with ¢ =

(s2,0)in Ss(sl) can be reached. So, Mg has the following
structure.

MS — (M&O Ogoxsgllil) ,
where Mg consists of matrix blocks which are

indexed by ((I1, ), (I, 1)), (1, ) € LI x LS,
(l;, lé) € ]LESI’O) X IL;SI), where

(M&O)(ll,lz),(li,lé) = P{ (s1,0), 11, Bbls2, Iy, lz}.

Consider (I}, 1) € (Lﬁ*‘z) \{0}) x LYY, for any
() €10 15,

(M&O)(zl,zz),(zi,lg) = Oi;

consider (/1, 1) € {0} x L2,
(@ for (If. 1) € L™ x {lo b+ 1., Qo).

(M&O)(zl D). (1,1)
=8(02.5) (Ri (1. 1y — ))8" (1.17) .

(b) for the other (1, 1) € ]Lf“o) x Lé“),

(M&O)(ll,lz),(l{‘lé) = 05

The states of the Markov chain { Enne N+} satisfy the
properties.

Property 1: For the zero state (s3, 0, 0, vi, ), vi € M|,
V2 € M, it can be reached from any state in S¢. The reason is
that the BMAP-1 and the BMAP-2 are independent; D) and
D@ are irreducible; DE)U and D(()z) are stable.

Property 2: There is a state subspace denoted by S‘g , which
consists of the states (s, 0,0, vi,v3), vi € My, vo € M»,
and the states which can be reached from any of the states
(52,0,0,v,v), vi € My, va € Mj. So, 8¢ is irreducible
and aperiodic. From this and Property 1, it follows that the
Markov chain {E,,; ne N+} has the stationary distribution in
its state space S¢.
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B. THE JOINT QUEUE LENGTH STATIONARY
DISTRIBUTION AT QUEUE 1 POLLING EPOCHS

Consider the event that a switchover of the server from
queue 2 to queue | just terminates. Let 7, (n € N+) be
the instant when this event occurs at the n-th time. The
state of the cyclic polling model at T, is denoted by
ET) = (Li(Ty). Lo(Ty), Vi(T)), Va(Ty)), where L(T;)
and V,(T,) represent the same meanings as the ones cor-
responding to &(T,). §'(T,) is briefly denoted by &, =
(Li,n’ Lé,n’ Vl/,n’
{&); n € N} is constructed, and it is a homogeneous Markov
chain on the state space S} = ]LESZ) X ng) x M| x M,. Based
on the one-step transition probability matrix M of the Markov
chain {&,; n € N™}, the one-step transition probability matrix
W of the Markov chain {E,’l; ne N+} can be given by

[} i

W= |Myi+Y My [ (M),
=2 k=2

01-1 00
X Z M; |:M4,j +Mj; <Z Ml;,j) M6,j:|

=0 k=0

o
+Mg o [M4,0 +Ms (Z M§,0> Mﬁ,o} )

k=0
Based on Property 1 and Property 2, it can be proved by
contradiction that the Markov chain {&,; n € N*} has the
stationary distribution in Sé. Let the probability vector @
denote the stationary distribution of {&,; n € N*}, i.e.

V). The discrete-time stochastic process

w=(mhm:mJgemeLyQ,
where
= ((a)(ll,lz))(vl"}z) s (v, ) € M) x M2>,
(w(ll’IZ))(V|,v2) = lim P{&, = (I, b,vi.m) }.

n—oo
® is also the joint queue length stationary distribution at
queue 1 polling epochs, where (“’(ll,lz))(‘,l .,y Tepresents
the stationary probability that, at queue 1 pbﬁing epochs,
the length of queue 1 is /1, the length of queue 2 is I, the phase
of the BMAP-1 is vy, and the phase of the BMAP-2 is vs.
o satisfies the following relations,

@(l1.1)

oW = w,
©))
we = 1.
Based on the GTH algorithm [36], @ can be obtained by
solving the system of linear equations (9).

C. THE JOINT QUEUE LENGTH STATIONARY
DISTRIBUTION AT QUEUE 2 POLLING EPOCHS

Consider the event that a switchover of the server from
queue 1 to queue 2 just terminates. Let 7,/ (n € NT) be the
instant when this event occurs at the n-th time. The state of
the cyclic polling model at T}’ is denoted by

£"'(T,)) = (O(T,)), Li(T,), Lo(T,)), Vi(T,)), Va(T,)),
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where ®(7,)), L,(T)) and V,(T))) represent the same mean-
ings as the ones corresponding to &(T,). §”(T})) is briefly
denoted by & = (CD;I’, L{’,n, Lé{n, Vl’fn, Vz”n> The discrete-
time stochastic process { E,/l/ in e N+} is constructed, and it is
a homogeneous Markov chain on the state space S 1),
Based on Property 1 and Property 2, it can be proved by
contradiction that the Markov chain {£,;n € N*} has the
stationary distribution in Sgs'). Let the probability vector 6

denote the stationary distribution of {&,; n € NT}.

0 = (0(%0) G

0(S1,Q1—1)),
where foreachj € {0, 1,...,01 — 1},

b1 — (98}1:{;) (U, b) € ]Lgsl’]) % Lgm)’

PICH - (0(“,]')) i) € My X My ).
() b)) 1 (v1,v2) 1 >
(51) ‘ .
(0(111’12))(\11,\12) lim P&/ = ((Sl’J)Jl»ZZ»Vl,Vz)}-

n—od
There is the following relationship between 6 and .

0 i
p0s1.0) _ w{ M7+ My ] (M10), | M2
i=2 k=2
+M8,0}, (10)
) 0 i
01 =@ | My + ZMW l_[ (M1>i)k—1,k
i=2 k=2
XM, je{l,2,...,01—1}.(11)

Let the probability vector 5 denote the joint queue length
stationary distribution at queue 2 polling epochs.

n= (g1 : (1, h) €L xLy),
where Ly ={0,1,..., 01}, L, ={0,1,..., Oz},

Nib) = ((n(llvlz))(vl,vz) (v, v2) € My X Mz) ’
I

(51
=>(060) 12
> (007 - (12)

Jj=0

(77(11 ,12))(V1,V2)

(nq,. ,2))(””2) represents the stationary probability that,
at queue 2 polling epochs, the length of queue 1 is i,
the length of queue 2 is I, the phase of the BMAP-1 is vy,
and the phase of the BMAP-2 is v,.

IV. THE JOINT QUEUE LENGTH STATIONARY
DISTRIBUTION AT ARBITRARY TIME

From Property 2, the Markov chain {&,;n € N*} has the
stationary distribution in the state space S¢. Let the stationary
distribution be denoted by the probability vector &, which

satisfies the following relations,
aM=mx, me=1. (13)
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7 can be divided into four parts, i.e.
T = (n:(l) ]t(sl) ][(2) nsz) .

e))
a® = (LD 12D 7122
21011 £ (1,01.2)

where fori e {1,2, ...

O ked{l, 2, .0,
; ik ik 1
(1) = ( O () e LYY x L )),

(Lik) (1,i,k)
Ty = ((”(lhlz))(m,m)
(1,i,k)
(n(ll’m)(vwz)

= lim P{‘i:n =(,ik), 11, v, Vz)];
n—oo

s (vi,v2) € My x Mz) ,

@

3

260 (,,mm 261D ,,(s.,Ql—n)

where forj € {0, 1, ..., 01 — 1},

(51.) — (s1.) . (51.)) (s1)
o _<”(11,12)~(11712)€]Ll x]Lz‘),
Tt = (”(Sl’j)> L (v1,v2) € My X M
(h,) — (I1,h) 1) . 1, V2 1 21,
(s1./)
(n & '12)> (v1,v2)
= lim P{%_n = ((sl,j) L, v, Vz)};
n—odo
(3)

@ — (n<2,0> @b .. ,,(2,Q1—1>)

’

where forj € {0,1,...,01 — 1},

2 _ (20 @p 1@
z @) — (n(,l‘,z) L (1. ) e L x 1§ )
Cp _ ((-e .
T by = ((”(11,12))(V1,V2) F (v v2) € M) X M2> ’

2.)
<n(11'12)>(1/1,v2)
= lim P{&, = ((2,j),l1,lz,v1,vz)};
n— oo
“)
w2 = (x 0 (b € LYY < LYY),

where

5‘2 — 52 .
T b _((1(11»12)>(V|,V2) (v, v2) €M) xMz),

82 .
T = lim P = (s2, 11, b, vi,v) L.
< (11’12)>(VIVV2) {80 = (2.l byviv) |

n—o0
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n(vale))’

Based on the relations in (13) and the structures of
M and &, there are the following relations.

i) — goMy 0 ie(l1,2,...,01), (14)
ASKL n“’i*k—”(M],i)H’k, i€{2,3,...,01}.
kef2,3,...,i);(15)
01
xCr0 = pMg o+ Y My, (16)

i=1

01
g =3 g OMy, e (1,2,...,01 = 1}; (17)

i=l1
@) — Jr(sl’j)MS,j(I — Ms,j)_
je {0,1,...

1

From (14), (15), (16), (17) and (18), it can be seen that if 7 *2
is given, the other parts of & can be calculated directly. There
is a constant ¢ (0 < ¢ < 00), such that %2 = cw. So, the sta-
tionary distribution & can be obtained as the following way.
First, set %2 = w; then from the relations (14), (15), (16),
(17) and (18), the vector & is calculated; finally, the stationary
distribution is obtained by normalizing 7.

Let
o _ o (1) o2 S(s2)
Se=58"UUs U USE™ .
where
_ Or i )
3" = Ut i oy x L9 < LD,
i=1k=1
01-1
S(Sl) U {(Sl ])} % ]L(Sl J) L(Sl)
j=0
01-1
S(z) U {(2 ])} % LQJ) % ]LQ)
j=0

887 = {52} x LY x L2,

From {E,,; ne N+}, a Markov renewal process {&,, Ty;
ne N+} can be constructed. The mean time between
two successive renewals of the Markov renewal process
{€n. Tn; n € NT} is denoted by 7, and it can be calculated by

O i O1—-1 O Wik (1 0
i i,
= Z Z Z Z ”(11 )My L)

i=1 k=111=i—k L=

O1—-1 01 O 51 ( )
S1.J S1.J
+) ZZ”(II 1)yM 1)
=0 Li=jL=0
01—1 01 01 o (2 )
5] )
+)D Z LTNALLTINA
J=0 h=j L=
01 O
+ZZ”(11 1M 1) (19)
=0L=
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(1) Given ((1,i,k),l1,h) €
m-dimensional column vector,

T
(Lik) _ ( (l,i,k)> ]

m =|(m c(vi, ) €My x My |
(,h) ( {112 ) gy 1) (v1,v2) 1 2>

where the (v, vp)-th element denotes the mean time
from a renewal with the state ((1,4, k), 1, L, vi, v2)

to the next renewal. For any ((1,i,k),1i, k) € s,

(Lik) _ | Dieam,
(1,1) 1€,

(D A,ik) .
SS , Mgy s a

fork < i,
fork =i.

@) Given ((s1.)).l1.b) e 8V, m{lY is a
m-dimensional column vector,

T
(1) _ (51.) .
m Y, = <(m(l"12))(v1,v2) 2 (v, v2) € My X Mz) ;

where the (vi, v»)-th element denotes the mean time
from a renewal with the state ((sl D, b, v, vz) to

the next renewal. Consider each ( 1,0, b, 12) € S’E(s‘),
(a) forl, =0,

G o
My 1) = 26w

(b) forly #0,

oo t
(s1.)
mg, ) :/ {1 _/ [1 - Hj(x)]dB; (x)
=0 x=0

t
—]'u—&mwwm

XRy (t — x) }dtem
-1
= {ﬁz()/jImB2 - Bz) €mp, —oesz_lemR2

-1
X |:yjﬁ2(yjlm32 — Bz) em32j| }e,h.

(3) Given ((2.)).11. 1) € §&.m{}’) is an-dimensional
column vector,

T
@ _ 2. )
m(lleZ) - <<m(ll’12)>(V1,V2) . (V] ) V2) € M] X M2> ,

where the (v, vp)-th element denotes the mean time
from a renewal with the state ((2,)). /1, k2, v, v2) to

the next renewal. Consider each ((2,)), 1, L) € S‘éz),
(a) forl, =0,

Qh .
Mg, 1) = N2€m;

(b) forlr # 0,

o0 t
2.
m(llflz) = / {1 _/ [1 — H; (x)] dB; (x)
=0 x=0

t
—/ [1 — B2 (x)]dHj (x)

XRy (t — x) }dte,;l
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-1
€, —ooR, €ng,

Sy

~1
X [)’jﬂz ()/jlm32 - Bz) emBZ} }erh-

(4) Given (s2.11. ) € 5. m}? | is a i-dimensional
column vector,

T
52 52 .
m =\ (m c(v, ) EME x My ),
(1,h) << (11,12)>(v1’v2) (1, v2) € My 2)

where the (v, v»)-th element denotes the mean time
from a renewal with the state (s, 1, b, vi, v2) to the
next renewal. Consider each (s2, I1, ) € Sé(m,

(a) forl; =0,
m? . =rieqn:
(.l — "%

(b) forly #0,
mgl-,lz) = ble,;,.

Letx () = (L1 &), Ly(),Vi(@),Va(t) ) denote the state
of the cyclic polling model at arbitrary time ¢ (+ > 0), where
L,(¢) and V,(¢) represent the same meanings as the ones cor-
responding to £(7},) in Section III-A, L,(t) € L,, V, (¢t) € M,.
Consider the stochastic process {x (t);t > 0} on the state
space S = Lj xLp x M| x M, and assume that for any sample
path r — x (¢), it is right continuous and has left-hand limit.
According to the definition 10.6.1 of [31], {x (¢); ¢ > 0} is
a semi-regenerative process with the corresponding Markov
renewal process {&,, T;n € NT}.

For (¢, 11, ) € S‘g, (li, lé) e Ly x LL,, define the matrix
K((@. b, b)), (1. ). 1),

K((¢, 01, 1), (11, ) 1)
= (Koo (o (@112 0.15) 1)

t (v, (V). h) € My x M2>,

where the ((vl, v2), (1/1 , v/z) )-th element denotes the
following conditional probability,

Ky .y (@, 11, 0) (11, 1) . 1)

= P{Ll O =1, Ly@) =1 Vi @) =V, V2(t) =},
t<T|190)=9¢, Li(0) =1, L (0) = b,
Vi(0) =i, V2(0) = Vz},

T is a random variable denoting the time from the renewal
with the state (¢, [1, I, vi, v2) to the next renewal of the
Markov renewal process {&,, T,; n € N+}. The expression
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for each K ((¢. 11, k), (I4,1,) . t) is given in Appendix B.
And

K? _ ("
b0 = f g

where the calculation formula of each K(l by, (1.1
2

K((p, 1, ), (I}, 15),1)dt < 0,

3 is also
given in Appendix B.

Based on Property 1 and Property 2, {&,, T,;n € Nt}
can enter into the state subspace Sg eventually and is an
irreducible aperiodic recurrent process in 3’;. According to
Theorem 10.6.12 of [31], {x (t); ¢ > 0} has the stationary
distribution denoted by p, as t — oo.

p=(papay: (1.1) €Li x La).

where

P = ((P(z;,zg))(v/ " (vi.v3) € My XMZ)’
172
(Pa19) ) = fim P 1x O = Bovio13))

p is also the joint queue length stationary distribution at arbi-
trary time, where (p(

1) AR
probability that, at arbitrary t(irlnez,)the length of queue 1 is /],
the length of queue 2 is /), the phase of the BMAP-1 is v/,
and the phase of the BMAP-2 is ). p can be calculated as
follows. Given ( B ) e Ly x Ly,

1
Pay =5 D

(¢,11,12)€8¢
(1) Forly =0, =0,

01
1 (i) g (Lisi)
P, = ;{ Z T (0,0) K(o 0),(0,0)
i=1

represents the stationary

¢ ¢
LAY ).(1.1)

(51,0) - (51,0) (2,0)y-(2,0)
+7 0.0y K(0.0).0.0) T 7 0.0)K(00).0.0)

s s .
+76.0K0.0).0.0) } ; (20)

(2) Forl] =0,l§e{1,2,...,Q2},

(1,i,0) ¢ (1,i,0)
Py = Z Z 7 0.0 Koo (0.5)

i=1 Ih=l

2
(51,0) 3 (51,0)
+ 2T Ko, 0.5)

h=0

A//

20 (20
+ 2T om Ko, o)
12—0

+Z”(012) 0.0),(0.5) [ @

=0
where Ay = (SQZ[% (@2— D+ (1 - 5Q2,15> 15

VOLUME 7, 2019

(3) Forli e{l,2,...,01}, 15 =0,

P(1.0)
A’] Q1 min{ly,i—1} (1 )
i,i—n
L2 D) DD B

=1 i=2 n=1

)
(11 ,0),(1],0)

01 Al/
(1,4,0) - (1,i,i)
+ZZ 0,00 K0, 0. (11.0)
i=1 1=
“ li ($51.0) 5 514
S1.J S1.J
+ 20 2ok, (1;.0)
=0 li=j
23 @) @)
J J
+ 20 2 Tk, (1,.0)

j—0 h=j

+ 27‘(1. 0) (1 0),(11,0) [ ° (22)
1,=0

where Ay = 6o, , (01— 1)+ (1 _ 5Qui) I
(4) Forlj e {1.2..... Q). 1y € (L.2..... 03},
P.1)
11 Q1 min{ly,i—1} é

ZZ > Z i K 21113;8{,1;)

L=1 i=2 n=1 b=

Al/ /
1
(L) g (1,1.0)
+ZZ Z LANSLSIANN
i=1 ;=0 L=
l 1 l/ /
(s1.)) (Alyj)
+ Z ZZ”(A h) (11,12»(1{,1;)
J=0 Li=jL=0
0-1 4 Ay
@J) K@D
+ ) ZZ’% K. )
j=0 lI1=j =0
, 2
+Z Z”(zl ) (zl,m,(l;,lg) ' 23
1[1=0 L=

Remark 1: The cyclic polling model presented in this
paper is consistent with the one presented by [13], except
that the buffer sizes are finite. In [13], the stability condi-
tion of the cyclic polling model with infinite-buffer queues
was analyzed. Under this stability condition, the joint queue
length stationary distributions of the cyclic polling model
with infinite-buffer queues can be obtained asymptotically,
by increasing the buffer sizes of the corresponding cyclic
polling model with finite-buffer queues.

V. CUSTOMER BLOCKING PROBABILITIES

AND WAITING TIMES

Let k € NT, n € {0,1,...,01}, np € {0,1,...,Q0»}.
Consider the event that, at arbitrary time the lengths of
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queue 1 and queue 2 are n; and ny respectively, and at the
same time there is a batch arrival of size k in queue 1.
The probability that the event occurs can be expressed as

k(DZI)®Im<2>) . .
Py =3 G- When the size of the batch arriving at

queue 1 is k, if the length of queue 1 is ny (k > Q1 — ny),
the probability that any customer in this batch is blocked is
w. So, the probability that any customer arriving at
queue 1 is blocked can be expressed as the following.

Py gL
o1 O

= Z Zp("b"z)
n1=0n=0
~ k(D ®I
k m® k—(Q1 —ny)
x e

X
MM k "

k=Q1—n;+1
o1 O

= Z Z P(ny.ny)

n1=0n=0

oo
x> (0sL,0) k-@—m)len. 24
k=Q;—nj+1
Consider the event that, at arbitrary time the lengths of
queue 1 and queue 2 are n1 and ny respectively, and at the
same time there is a batch arrival of size k in queue 2.
The probability that the event occurs can be expressed as

k (Im(1)®D1(3)) . .
P(ny.ny)— 55— ¢m- When the size of the batch arriving at

queue 2 is k, if the length of queue 2 is ny (k > Oy — ny),
the probability that any customer in this batch is blocked is
w. So, the probability that any customer arriving at
queue 2 is blocked can be expressed as the following.

P> BL
01 O

= Z Zp(m,nz)

n1=0n,=0

X X
> P A
k=0r—ny+1

O O

= Z Z P(ny.ny)

n1=0n,=0

x> 3 (Loed") k= -m)len. @5)

k=0r—ny+1

Let W, and W, represent the mean waiting times of cus-
tomers in queue 1 and queue 2. It is notice that the customer
waiting time is defined as the time, from the instant when
the customer arrives at the queue (queue 1 or queue 2) until
the instant when the service of the customer is finished.
According to Little’s law, W; and W, can be obtained as
follows.

Wi = Li/[* (1= Pra)]. (26)
Wy = Ly/[%2 (1 = Papr)]. (27)
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where L; and L, are respectively the mean lengths of queue
1 and queue 2 at arbitrary time, i.e.

01 O

L Z Z 1P (1 1) Cins (28)

n1=0n=0
[

Ly= )" mpu nein- (29)

n1=0n=0

VI. NUMERICAL EXPERIMENTS

In this section, some numerical experiments will be carried
out to illustrate the calculations of three important perfor-
mance measures and to show the effectiveness of the pro-
posed polling model, respectively.

A. CALCULATIONS OF THREE IMPORTANT
PERFORMANCE MEASURES

A numerical example is given to illustrate the calculations
of the joint queue length distributions, the customer block-
ing probabilities and the customer mean waiting times.
The numerical example has the following parameters. The
BMAP-1 is set as,

p® — —0.4650 0.1953
0 7\ 0.5089 —2.8710)"
p — 0.1927 0 p— 0.0770 0
I 710.2544 1.4328)° 2 7\0.1018 0.5731)°
The BMAP-2 is set as,
p? — —2.1527 0.9044
0 7\ 2.3559 —13.2916 /"

p@ _ 0.8917 0 p? _ 0.3566 0
L7 \1.1780 6.6332)" 2 7\04712 2.6533)°

The phase type representation of By (7) is (81, B;), where

—24.9900  24.9900
B, = (05 05), B1=< 0 _24.9900>'

The phase type representation of By(¢) is (ﬁz, Bz), where

—37.4850  37.4850
B,=(05 05), By= < 0 —37.4850) ’

The phase type representation of R(¢) is (a1, Ry), where
a1 = 1, Ry = —10. The phase type representation of Ry(t) is
(ap, Rp), whereay = 1, Ry = —10.Let Q; = 3 and O, = 3.
Hj(t),j = 0, 1, 2, are the exponential distributions with the
parameters yp = 0.5, y; = 1 and y» = 2, respectively.

(1) The matrices M; (i = 1,2,...,8) are calculated
firstly, according to the corresponding formulas given
in Appendix A and Section III-A; then, based on the
relation (8), the one-step transition probability matrix
W is obtained; finally, the joint queue length station-
ary distribution at queue 1 polling epochs, namely o,
is computed by solving the system of linear equations
given in (9).

= (0.1 : (h,h)€{0,1,2,3} x{0,1,2,3}),
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TABLE 3. The joint queue length stationary distribution at queue 1

polling epochs.
Ly 1 2 3

1

0 0.54659 0.05233 0.02856 0.01445
0.06751 0.02145 0.01522 0.01545
0.08188 0.00721 0.00388 0.00183
0.01003 0.00303 0.00211 0.00202

1 0.02862 0.00386 0.00225 0.00146
0.00363 0.00142 0.00108 0.00136
0.02081 0.00246 0.00139 0.00080
0.00262 0.00095 0.00070 0.00080

2 0.01330 0.00187 0.00110 0.00074
0.00169 0.00068 0.00052 0.00068
0.01199 0.00154 0.00089 0.00055
0.00152 0.00058 0.00044 0.00053

3 0.00269 0.00047 0.00029 0.00024
0.00035 0.00016 0.00013 0.00019
0.00560 0.00091 0.00055 0.00041
0.00072 0.00031 0.00025 0.00035

TABLE 4. The joint queue length stationary distribution at queue 2

polling epochs.
Ly 1 2 3

l1

0 0.47573 0.09209 0.05574 0.04290
0.04837 0.02717 0.02248 0.03546
0.07962 0.01576 0.00961 0.00758
0.00800 0.00456 0.00380 0.00615

1 0.01047 0.00310 0.00205 0.00214
0.00095 0.00070 0.00065 0.00143
0.00984 0.00284 0.00187 0.00189
0.00089 0.00066 0.00060 0.00129

2 0.00452 0.00136 0.00091 0.00097
0.00041 0.00030 0.00028 0.00063
0.00484 0.00147 0.00098 0.00103
0.00043 0.00033 0.00031 0.00068

3 0.00048 0.00019 0.00014 0.00019
0.00004 0.00004 0.00004 0.00010
0.00121 0.00046 0.00033 0.00042
0.00010 0.00009 0.00009 0.00024

@

where w, 1,) = ((w(l,,lz))(wvz) D (v, v2) € {1,2})x

{1, 2}). ® is shown in Table 3, in which the (v, vp)-
element of the (/1, />)-th block represents the prob-
ability (@(,.1,)) ) For example, (@0,0)) y,
0.54659, (a)((),()) 12 = 0.06751, (w((),()))(z’l)
0.08188, (w(o,o))(m) = 0.01003.

Given o, the joint queue length stationary distribution

at queue 2 polling epochs, namely n, can be calculated
based on (10), (11) and (12).

1= (g U h) €{0,1,2,3} x{0,1,2,3}),

where 1, 1,y = ((ﬂ(zl,zz))(vl,m s (vi,v2) € {1,2}x

{1,2}). n is shown in Table 4, in which the
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TABLE

5. The joint queue length stationary distribution at arbitrary time.

I

l/
2.0 1 2 3

0.42353
0.04801

0.06690
0.00747

0.09230
0.03087

0.01462
0.00479

0.05473
0.02660

0.00874
0.00415

0.03368
0.03040

0.00552
0.00487

0.02583
0.00291

0.01948
0.00217

0.00680
0.00207

0.00498
0.00151

0.00423
0.00185

0.00309
0.00135

0.00316
0.00253

0.00225
0.00182

0.01128
0.00129

0.01104
0.00124

0.00303
0.00092

0.00293
0.00088

0.00189
0.00083

0.00183
0.00079

0.00143
0.00113

0.00138
0.00109

0.00218
0.00025

0.00461
0.00053

0.00066
0.00019

0.00135
0.00040

0.00042
0.00017

0.00086
0.00036

0.00036
0.00026

0.00069
0.00052

3)

“

(v1, v2)-element of the (/1, /3)-th block represents the
probability (”(llah))(vl,vz)'

Given w, the stationary distribution & of the supple-
mentary embedded Markov chain is firstly calculated
as the following steps, (a) set #2 = o; (b) from
the relations (14), (15), (16), (17) and (18), the vector
m is calculated; (c) the stationary distribution & is
obtained by normalization. Secondly, the mean dura-
tion 7 is calculated by the formula (19); and the matri-
ces K(le‘zz),(z;,z;)’ (@, 11, b) € S, (I}, 15) € Ly x Lo,
are obtained according to the corresponding formu-
las given in Appendices A and B. Finally, the joint
queue length stationary distribution at arbitrary time,
namely p, is computed by the formulas (20), (21), (22)
and (23).

p= (p(l;),é) 2 (15, 1) €10,1,2,3) x {0, 1,2,3}),

— . / /
wherep(l;,[é) = <<p(li’lé))(v’],v’2) : (Vl’ v2) € {1,2}x
{1,2} ). p is shown in Table 5, in which the (v’1 v’2)-

element of the (I{, I5)-th block represents the probabil-

ity (P(z;,lg))(v,yv,z)-

Based on the jé)int queue length stationary distribution
p shown in Table 5, (a) according to the expression
given in (24), the customer blocking probability P; py,
of queue 1 can be calculated, i.e. P; pr = 0.0544;
according to the expression given in (25), the customer
blocking probability P; p;, of queue 2 can be calcu-
lated, i.e. P2 pr. = 0.2095. And then according to the
expressions (26) and (27), the mean waiting times of
customers in queue 1 and queue 2 can be calculated,
i.e. Wi = 0.2680 and W, = 0.2159.
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B. EFFECTIVENESS OF THE PROPOSED POLLING MODEL
In this subsection, numerical experiments are carried out to
show the effectiveness of the proposed polling model. The
main features of the proposed polling model lie in the across-
queue state-dependent service discipline attached to queue 2.
Namely, the duration of the server’s visit to queue 2 is prede-
termined and time-limited. This duration has the probability
distribution function H;(t), which depends on the length j
of queue 1 at the instant when the server started to depart
from queue 1 last time, where j € {0, 1,2, ..., O1}. There-
fore, we will show the effectiveness of the proposed polling
model by comparing two classes of service disciplines. In the
first class, the predetermined duration of the server’s visit to
queue 2 obeys the fixed probability distribution. In the sec-
ond class, the predetermined duration of the server’s visit to
queue 2 depends on the state of queue 1.

The numerical experiments are carried out with the
following parameters. The BMAP-1 is set as,

p(h _ (—04650  0.1953
o =\ 05089 —3.8710)°

p _ (01927 0 ph_ (00770 0
3 7 M0.2544 04328)° Vs T\o018 2.5731)°

where the average arrival rate A = 3.6291. The BMAP-2 is
set as,

p@ _ (04305 0.1809
0 =\ 04712 —3.6583)"

p?® — 0.1783 0 p?— 0.0713 0

5 710.2356  0.3266)° 7 7\0.0942 2.5307)°
where the average arrival rate A = 5.0374. The phase type
representation of By (7) is (8, B1), where

—9.9960

B =(05 05), B :( ° 9.9960).

—9.9960

The phase type representation of By () is (B, B2), where
B, = B and By = Bj. The phase type representation of
Ri(#)is (a1, Ry), where &y = 1, Ry = —10. The phase type
representation of Ry(¢) is (a2, R2), where ar = 1, Ry = —10.
Let 01 = Q> = 10. For H;(t) G = 0,1,2,...,10),
we compare the following cases in Fig. 5.
e« Hj(t) is exponentially distributed with constant parame-
ter, regardless of j (j € {0, 1, 2, - - - , 10}). The following
cases, in which each one has a constant parameter, are

considered.

(a) CV0.11." Forj € {0,1,2,...,10}, v; = 9.0909,
ie hj =0.11.

(b) CV 0.13.Forj € {0,1,2,...,10}, y; = 7.6923,
ie. hj =0.13.

(¢) CV 0.15.Forj € {0,1,2,...,10}, y; = 6.6670,
ie. hj = 0.15.

(d CV0.17.Forj € {0,1,2,...,10}, y; = 5.8824,
ie hj =0.17.

1«CV” stands for “constant value”.
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FIGURE 5. For different cases related to H;(t) (=0,1,2,...,10),
the variation of the parameter h; = 1/y; as the length j of queue 1 varies.
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FIGURE 6. For different cases related to Hj(t)(j=0,1,2,...,10),
the variation of customer 1 mean waiting time (MWT) as 1, varies, where
Mo=01k+ 1)) (k=1,2,...,8).

(€) CV 0.19.Forj € {0,1,2,...,10}, y; = 5.2632,
ie. by = 0.19.

o Hj(t) is exponentially distributed with the parameter
varying withj (j =0, 1, 2, ..., 10). The following case
is considered.

(f) AQSD value.” For j = 0,1,2,3,4, 5 = 5,
5.5556, 6.2500, 7.1429, 8.3333 respectively, i.e.
h; = 0.2, 0.18, 0.16, 0.14, 0.12 respectively; for
Jj=5,6,7,8,9,10,y = 10,ie. hj = 0.1.

For each of the above cases related to H;(¢) G = 0,1, 2,
..., 10), let the parameters of BMAP-1 vary as (0.1k+ l)D(l),
(0.1k + 1D and (0.1k + D", where k = 1,2,...,8
(meanwhile, the average arrival rate A1 = (0.1k + 1)A]
increases from 3.9920 to 6.5324). The variations of cus-
tomer 1 mean waiting time and customer 2 mean waiting time
are displayed in Fig. 6 and Fig. 7 respectively.

It is shown in Fig. 6 and Fig. 7 that, given the case
“CV 0.157, if the parameter y; (or h;) is adjusted as the cases

2<AQSD” stands for ‘““across-queue state-dependent”.
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FIGURE 7. For different cases related to H;(t) (=0,1,2,...,10),
the variation of customer 2 mean waiting time (MWT) as 1, varies, where
M =(00k+ 1)) (k=1,2,...,8).

“CV 0.13” and “CV 0.11” respectively, customer 1 mean
waiting time is reduced, while customer 2 mean waiting time
is increased; if y; (or h;) is adjusted as the cases “CV 0.17”
and “CV 0.19” respectively, customer 1 mean waiting time
is increased, while customer 2 mean waiting time is reduced;
if y; (or h;) is adjusted as the case “AQSD value”, customer 1
mean waiting time and customer 2 mean waiting time can be
reduced simultaneously. In addition, according to the char-
acteristics of the proposed polling model, for each queue,
if the customer mean waiting time decreases, the mean queue
length and the customer blocking probability also decrease.

From the above observations, compared with the fixed ser-
vice discipline, the across-queue state-dependent service dis-
cipline can reduce the customer mean waiting times, the mean
queue lengths and the customer blocking probabilities of dif-
ferent queues simultaneously. The reason for these behaviors
is that, the across-queue state-dependent service discipline
can accommodate the fluctuation of the customer arrival
process appropriately. This also show the effectiveness of
the proposed polling model in optimizing the transmission of
compressed video.

VIl. CONCLUSION

According to the characteristics of H.264 and H.265 stan-
dards, a polling model with BMAP and across-queue state-
dependent service discipline is proposed and analyzed in
this paper. In this polling model, there are one server and
two finite-buffer queues; the customers arrive at the two
queues as two independent BMAPs; the server is entitled
to serve the two queues in a cyclic manner; the first queue
is served according to the gated service discipline; the sec-
ond queue is served according to the across-queue state-
dependent time-limited service discipline. Since the service
discipline attached to the second queue is an across-queue
state-dependent one, the existing methods for analyzing
polling models with BMAP are not suitable for the model of
this paper. Fortunately, the classical matrix-analytic method

VOLUME 7, 2019

can be applied. By constructing a supplementary embedded
Markov chain, the joint queue length stationary distributions
at queue 1 polling epochs and at queue 2 polling epochs
are obtained firstly; and then based on the semi-regenerative
process and the stationary distribution of the supplementary
embedded Markov chain, the joint queue length stationary
distribution at arbitrary time is obtained; finally, based on
the above results, the blocking probabilities of customers
in different queues are given, and according to Little’s law,
the mean waiting times of customers in different queues can
be calculated.

It has been shown from the numerical experiments that,
compared with the fixed service discipline, the across-queue
state-dependent service discipline can reduce the customer
mean waiting times, the mean queue lengths and the customer
blocking probabilities of different queues simultaneously.
This indicates that the polling model proposed in this paper
is suitable to design and optimize appropriate time division
transmission policies for the video compressed by H.264 and
H.265. These policies can be used in network devices and
data centers to transmit the collected or stored video data to
the destination through wireless networks.

APPENDIX A

FUNDAMENTAL CONDITIONAL PROBABILITIES

For the calculations of some variables involved in Sections III
and IV, some fundamental conditional probabilities and their
calculation formulas will be given in this section. Given two
general functions F(¢) and G(¢) on [0, 00), suppose that F'(¢)
has the phase type representation (&, T) of order mp, where
mp € NT and ae = 1; and G(¢) has the phase type repre-
sentation (B8, S) of order mg, where mg € N™ and Be = 1.
Let

o0

P, ny, 1) = ) Plir, ma, 1), (30)
i1=ny
o0

P(n, 73, 1) = ) P(n,in, 1), 31)
ihr=np
oo oo

PO, i, 1) = Y Y Py, ia, ). (32)
i1=ny ih=ny

A. F(Ny,Ny), F (F,, N2>, F (Nl , 172) F (Vl, Vz)
Let

F(ny,np) = /Z:P(nl,nz, t)dF (1), (33)
FGTT, m) = / : PGTT, 2, 1)dF (1), (34)
F(u, ) = / i P(u, 73, DdF (1), (35)
FGr7, ) = /f : PGTT, 73, DdF (1), (36)

where ny, np € N.
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The ((vi,v2), (v}, v5))-th element of F (ny,ny),
1.€. F(w,vz),(v’l ) (n1, np), represents the conditional
probability that, given that the joint phase of the two
BMAPs is (vi, v7) at the initial time, after the time
interval 7" which obeys the distribution F'(z), the joint
number of the arrivals from the two BMAPs is (11, n2),
and the joint phase of the two BMAPs is (v}, ), where
1, v2), (v’l, v’2) e M1 x M>.

The ((vl, v2), (v}, v’z))-th element of F (7, no),
ie. F(Vl’vz)’(v/l vy (71, n2), represents the conditional
probability that, given that the joint phase of the two
BMAPs s (vi, v») at the initial time, after the time inter-
val 7 which obeys the distribution F(¢), the number of
the arrivals from the BMAP-1 is equal to or greater
than n;, the number of the arrivals from the BMAP-2
is n2, and the joint phase of the two BMAPs is (v, v}),
where (v, v2) , (v}, v5) € My x M,. From the relations
(30), (33) and (34), F(n1, ny) can be expressed in terms
of F(i1, ny) as the following,

o n1—1
Far,m) = ) F(i,m)— Y (i, m). (37)
i1=0 i1=0

The ((vl, v2), (V] v’z))-th element of F (n,n2),
ie. F, v2). (V). (11, 712), Tepresents the conditional
probability that, given that the joint phase of the two
BMAPs s (vq, vp) at the initial time, after the time inter-
val 7 which obeys the distribution F (), the number of
the arrivals from the BMAP-1 is n1, the number of the
arrivals from the BMAP-2 is equal to or greater than ny,
and the joint phase of the two BMAPs is (v}, ), where
1,v2), (v}, v5) € My x M>. From the relations (31),
(33) and (35), F (n1, n3) can be expressed in terms of
F(ny, i) as the following,

00 np—1
Fn,m) = Y F(u,in)— Y F(n,ix).  (38)
ir=0 ir=0

The ((vi,v2), (v}, v5))-th element of F (7, m2),
ie. F, 1), (V) ) (n1, n3), represents the conditional
probability that, given that the joint phase of the two
BMAPs s (v, v») at the initial time, after the time inter-
val 7 which obeys the distribution F (), the number of
the arrivals from the BMAP-1 is equal to or greater
than n;, the number of the arrivals from the BMAP-2 is
equal to or greater than n>, and the joint phase of the two
BMAPsis (v}, v), where (v, v2) , (v}, V) € M| xM>.
From the relations (32), (33) and (36), F (n7, n3) can be
expressed in terms of F(i1, i2) as the following,

F(nr, n2)

oo 00 n—1 oo
=YY Fl,i)— Y Y Fi i)
i1=0i=0 i1=0 i,=0
oo ny—l ni—1lny—1
=S N FGi+ Y Y ). (39)
i1=0i=0 i1=0 i=0

From (37), (38) and (39), it can be seen that the cal-
culations of F(ny,ny), F(ny,n2) and F (ny,nz) can be
reduced to the calculations of the fundamental terms
F(ni,m), 30 _oF(ni,m), Y0 _oF(n,np) and 3,
Ym0 F (n1, n2).

B. F(Ny, No), F (N1, Ny ), F(Ny, N7), F(Nq, Ny )
Let

F(ny,np) = /I:P(nl,nz,t)[l — F()]dt,  (40)
F(ar, m) = /;X; P@ar, na, ) [1 — F(0)]dt,  (41)
F(ny, m3) = /:)P(m,ﬁ, N[l —F@ldt,  (42)
o) = | : PG, 73, 011 — FOldr,  (43)

where ny, np € N.

The ((vi,v2), (v}, y))-th element of F(ny, m), ie.
F(w,vz),(vﬁ ) (n1, ny), represents the conditional probability
that, given that the joint phase of the two BMAPs is (v, v2)
at the initial time, before the time interval 7 expires, where
T obeys the distribution F(¢), the joint number of the arrivals
from the two BMAPs is (11, n2), and the joint phase of the
two BMAPs is (v}, v}), where (v1, v2), (v, v}) € My x M,.
The meanings of the elements of F (n1, no), F (n1,n7) and
F (11, m2) are explicit, by referring to Appendix A-A and the
above description of F (n1, ny).

Similarly to (37), (38) and (39), F (a1, n2), F (n1,m2)
and F (n1,m) can be expressed in terms of F(i 1, 12),
F(nl, i») and F_‘(il, i), respectively; moreover their calcula-
tions can be reduced to the calculations of the fundamen-
tal terms F(ny, ny), > omi=0 F(n, n2), D =0 F(n;, ny) and

ZZ?:O Zzﬁ:o F(nl ) n2)

C éoF(N,,Nz),éoF(lW,nz),éoF(nl,Wz)l

é oF (FI’ FZ)
Let
GoFn,m) = / P(ny, ny, 1) [1 — G(1)|dF(t), (44)
=0
G o F(i1, mp) = / h Py, no, 1) [1 — G(t)]dF (1), (45)
t=0
GoF(n,m) = / P(ny,nz, ) [1 — G()1dF (1), (46)
=0
G o F(iiy, M) = / P(ny, n2, 1) [1 — G(O)1dF (1), (47)
=0

where ny, ny € N.

The ((vi,v2), (v, v}))-th element of G o F(ny,ny),
ie. (_}oF(V1 ), (V) ) (n1, n2), represents the conditional prob-
ability that, given that the joint phase of the two BMAPs
is (vi,vp) at the initial time, after the time interval 7j,
which obeys the distribution F(¢) and is less than the time
interval 7, where 7> obeys the distribution G(¢), the joint
number of the arrivals from the two BMAPs is (n1, np),
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and the joint phase of the two BMAPs is (v, V}), where
(v1,v2), (v}, v5) € M1 x M,. The meanings of the elements
of GoF (i1, n2), GoF (n, m2) and G oF (717, 3) are explicit,
by referring to Appendix A-A and the above description of
GoF (n1, np).

Similarly to (37), (38) and (39), G o F (i1, n2), G o
F (n1,n7) and GoF (n1, mp) can be expressed in terms of
Go F(iy, np), Go F(ny, i) and Go F(i1, ip), respectively;
moreover their calculations can be reduced to the calculations
of the fundamental terms G o F(n1, n2), Z;’szo G o F(n;, m),

Yon_0GoF(n,n)and Y 0°_ > oG o F(ny, m).

D. GoF (N1, Ny), GoF (N1, Ny ), GoF (N1, ),

GoF (Fl’ FZ)

Let

GoF(ni,m)=| P, H[1—GOI[1-F@)dt, (48)
=0

G o F(iy, my) = ooP(m, o, D [1—=GO[1—F () dt, (49)
=0

G o F(ny, ) = 0P(m 2, ) [1=GO][1-F(t) dt, (50)
=

GoFam.m) = [ P@nm.n1-Gol-FOld, (5D
=0
where ny, n, € N.

The ((v1,v2), (v}, y))-th element of G o F (ny,n),
ie. (_}ol_?‘(v1 1), (%) .vh) (n1, n2), represents the conditional prob-
ability that, given that the joint phase of the two BMAPs is
(v1, v2) at the initial time, after the time interval 7, which
is less than not only the time interval 7; but also the time
interval 75, where 71 obeys the distribution F(¢) and 7> obeys
the distribution G(¢), the joint number of the arrivals from
the two BMAPs is (n, np), and the joint phase of the two
BMAPs is (v}, v}), where (v, v2), ( v, v2) € M| x M>. The
meanings of the elements of GoF (i1, m2), GoF (ny, 1) and
G oF (77, 12) are explicit, by referring to Appendix A-A and
the above description of GoF (n1, m).

Similarly to (37), (38) and (39), G o F(nl,nz) G o
F (nl, n7) and GoF (n1, ) can be expressed in terms of
G o F(i1, m2), G oF(ni, ix) and G o F(i1, i), respectively;
moreover their calculations can be reduced to the calculations
of the fundamental terms G o F(n1, n2), ZZ?:O G o F(n;, m),

Yon_oGoF(n,n)and Y 0°_ > G o F(ny, my).

E. CALCULATION FORMULAS OF THE
FUNDAMENTAL TERMS
The calculations of fundamental conditional probabilities
given in Appendices A-A, A-B, A-C and A-D can be reduced
to the calculations of some fundamental terms. Before giv-
ing the formulas for calculating these fundamental terms,
Theorem 1 is given firstly.

Theorem 1: Given a m x m matrix €2 and let

\If(sz,m,m):/

t=0

o0

P(n1,ny, 1) ® e'dt,
where m € N and np, ny € N, if Q is stable, then
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(1) W (2,ny,ny), n;,ny € N, can be calculated by the
following recursion formulas,

\D(Qan]anz) =Un1,n27 nlanZENa
-1
Uoo = —<D(()1) oDy @ Q) :
ni—1
1
Upiny = Z Uji .y (Dﬁu) —j1 I, ®1 )
Jj1=0
ny—1
2
+ Z Unija (Iml Dl(12) —J2 ® Im)
J2=0
xUo,0, ny +ny #0;

2) Zi?:o W (€2, ny, np), np € N, can be calculated by the
following recursion formulas,

o0
Do W(@,n,m) =U, meN,
l’l|:0

—1
Uy = _<D(1) oDy @ Q) ,

np—1
1 ey (2)
U( )= Z U ( m & Dﬂz—]z ® I’")
J2=0
X Uél), ny € N+;

3) Z;’:O W (Q, ny, n2), n; € N, can be calculated by the
following recursion formulas,

o0
Y w(Q.nn) = UP,

n| € N,
np=0
—1
U = -(n{’ oD & )
n1—1
U@ =3 [u? (0, @ L, @ L)
J1=0

CUD, e N
“) Z:T:O Zf;:o W (2, ny, n) can be calculated by the
following formula,

oo 00

DY v(Q@on,m) =

n1=0n,=0

_(D(l) oD o Q>*1

Proof: Since the matrix €2 is stable, €2 is invertible and
its eigenvalues are all negative. Let u; (i = 1,2,...,m)
denote the eigenvalues of 2, where u; may be equal to u;
for i # j. By using the Jordan canonical form method [37],
e can be expressed in terms et (i = 1,2,...,m);
moreover, it follows that lim,_, ~ ¢ = 0. The matrices
DE)D and Dg) are stable; the matrices DV and D@ are
semi-stable [38]. So, based on the eigenvalue property of
Kronecker sum [39], the matrices Dgl) (&) Dgz) o Q, DD @
D@2, D)’ eD? @0 and DV GDP B Q are all invertible.
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Let Uy, n, = Y (£2,n1,n2), n1,np € N. By the partial
integration, Uy, », can be expressed as follows.

Upno = P, o, ) @ (e 1)~
ni,no 1,12, =0

o0
—/ P (n,ny,t) ® (thQ_l) dt
=0
= —8n|+n2’0 (Iﬁl ® Q_1>

o0
—/ P (n,ny,t) ® (thQ_l)dt.
'

=0
(@) Forny +n, =0,

o0
Uoo = —I; ® sz—l—f P (0,0, t)®(em§2_l) d.
t=0
(52)

Substitute the relation (6) into (52), there is the follow-
ing relation.

Uoo =—1;02"'~ Uy (D@ D) @2!]. (53)

Post-multiply the relation (53) by I; ® €2, then the
calculation formula of U ¢ can be obtained.

-1
Uo,0 = —(Dg) oD @ SZ)
(b) Forny 4 ny # 0,
o0
Unjn, = —/ P (ni,m,10)® (eQ’Q—l) dt. (54)

t=0
Substitute the relation (6) into (54), there is the follow-
ing relation.

Unl,nz =

/ Z P(ji, . 1) @ ']
t

Jl—0
« (D(l)

ni ]1

f [P(n1,j2.1) ® ']

12—0
(02, 00

Z—Z[ ]1;”2( 1(111)11®Im2®Q )]

Ly, ® Q”) dt

J1=0
2 _
5 [t (002, 097
J2=0
- UnlJlZ (Dg)l) ® Imz ® Q!
1, @D ®Q'). (55)

Post-multiply the relation (55) by I;, ® €2 leads to

=3 [0 (00 01 01)]

Jj1=0

ny
2
- Z I:Unl,jz (Iml ®D512)—/'2 & Im)]

Jj2=0
—Um,nz[(DE)” ® Dg2>) ® Im] . (56)

Unl,nz (I ® Q) =
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From the relation (56), the calculation formula of
Uy, ,n, can be obtained.

p®
Unjin, = ZUJI n ( ni—ji ® L, ®Im)

J1=0
)
+ > Uy (I ®DF, @ 1)
J2=0
XUo’o.

The result (1) of Theorem 1 has been proved. Based on the

result (1), the results (2), (3) and (4) can be proved, and the

processes of these proofs are omitted. [ ]
The following formulas are introduced.

(21, 2, 23,11, n2)
= I7n ® Q)WY (22,n1,m) Iz @ Q3),
D1(Q21, Q2, 23, n7)

o0
= n® Q1) Y W (Q,m1,m) 1; ®Q),
n;=0
Do (21, 22, 23, n1)

e}
=T ®Q1) Y W (Q,nm,m) 1 ®Q),

ny=0

D12(821, 22, Q23)

=Tn®Q) ) Y W(Q,n,m) 17 ® ),

n1=0n,=0

where 21 is a row vector of appropriate size, €2, is a stable
matrix of appropriate size, and 23 is a column vector of
appropriate size.

According to the product property of Kronecker product,
the formulas for calculating the fundamental terms, which are
presented in Appendices A-A, A-B, A-C and A-D, are listed
in Table 6.

APPENDIX B
THE EXPRESSION OF K ((¢, L1, L3), (L}, L;) , T) AND
THE CALCULATION FORMULA OF K*

(L1,L2), (L3, L)
For convenience, letILy ;, = {l1, /1 +1,...,Q1}and Ly, =
{bylb+1,...,07}, where j € {0,1,...,01} and I, €
{0,1,..., O} let

P (a1, n2, 1)

(P(n,m, 1)) = (P ) P (n1, na, t))

P(ni,ny,t)
where t > O and ny, n, € N.
(1) Given ((1,i.k). 1. 1) € 8",
(a) consider (I{,15) € (L1 x Ly) \ (L1,;, x Lap),
(i) k), (1. 5) 1) = 05,

(1,i,k)
(1,h), (l/ l/) - Oma
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TABLE 6. The calculation formulas of the fundamental terms.

Fundamental term Formula Parameters'
F(ni,n2) P(Q1,NQ2,N03,n1,n2) Q =«
Ziﬁzo F(ni1,n2) P$1(Q1,Q2,Q3,n2) Q=T
>ma=o F(n1,n2) P2 (21,002, Q3,n1) Q3 = —Tem,
> mi=0 ng=o F(n1,n2) P12(21,Q2,Q3)
F(nl,ng) P(Q1,N2,03,n1,n2) Q) =«
Yoo —o F(n1,m2) ®1(21,Q2, 3, 12) Q=T
ZZ’; OF(nl,ng) Po(21,02,023,n1) Q3 =emp
Yo —0 Yoma—o F(n1,m2) P12(Q1,Q2,Q3)
G oF(n1,n2) P (021, Q2,Q23,n1,n2) Q21 =8Ra
=0 G oF(ny,n2) ®1(Q1, Q2, 23, n2) Q=80T
;’f;zoC_}OF(nl,ng) P2 (21,002, Q3,n1) Q3 = —emg ® (Temy)

=0 na=0 G o F(n1,n2)
G o F(n1,n2)

=0 G o F(n1,n2)

> ma=0 G o F(n1,n2)
Zfﬁ:o 2202:0 G o F(n1,n2)

P12(Q1, 22, N23)
P(Q1,NQ2,N3,n1,n2)
P1(Q1,Q2,Q3,n2)
P2 (21,002, 023,n1)
P12(Q1, 02, Q3)

=8«
Qo =SeT

Q3 = empmg

! From Theorem 1.3.17 of [34], the matrices T and S are all stable; and based on the eigenvalue property of Kronecker sum [39], the matrix S @ T is also

stable.

(b) consider (1], 1) € Ly, x Lo,

fori =k,

K(((], i,i), 0, ), (I, 1), f)

= 8(0n ) (P (1 — 115 — 1)) 37 (Q1. 1)
x [1 =Ry ()],

(1,1,1)
(b)), (11.1)

= 8(02. 1) (Ri (f ~ 1115~

for i # k,

n))s" (@1.1):

K(((Li k)1 b), (1.15) 1)

= 38(02, 1) (P (1 = 11, 15 = 1, 1)) 87 (21, 1)
x [1 =By (],

(1,i,k)
(1), (1.15)

= 3(02. 1) (B (1 — 01,15 -
(2) Given ((s1.)), 01, b) €

n))s" (@1.1).

(1)
Sg s

(a) consider (I1,15) € (L1 x L) \ (L1, x Lap),
K(((sl,j) L), (1. 1) t) — 0,

(s1.))
(I.h), (l/ 1/) - 0ms

(b) consider (li, lé) e Ly x Loy,

forl, =0,

K((G1.0).1.b). (1. 1) . )
=8(02,B) (P (I — b, 1 — b, 1)) 87 (01, 11)
x [1 =Ry ()],
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(s1.))
(11,12),(11,%)

= 8(02.15) <R_2 (=l -
for b # 0,

L))8" (01, 17);

K((G1. 0o b), (1, 5) 1)

= 8(02. ) (P (1 =1, 1y = b, 1))87 (1. 1)
x [1 = By(®)] [1 = Hy(0)]

L=l b—=h

ey [

i1=0 ip=0 x=0

t

3 (02, b +i2) (P (i1, in, X))

x8T (Q1, 1y + i)

x [1 =By (x)]dH; (x) § (Q2. 1)
x(P(l{—it—li,ly —iy— b, t —x))
x8" (01, 1) [1 = Ry (t — )],

(51.))
(11‘12),(11,15)

=3(02 1) (B2 o W (1} — 1. 13— 1))
x8" (01, 17)

l=h b

+ 3 D8 b+ i) (Bro (i, )

i1=0 ip=0
8T (01, 11 +i1) 8 (2, 1)
x(Re (1 =it = .15 = 12 = 1)) 87 (01, 17)..
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(3) Given ((2.)). 1. k) € 5,
1 h) € (]Ll x L) \ (Ligy x Lap),

K((@J).0.0). (5.5) 1) = 05

2.)) _
i, (1) = 0

(b) consider (I}, 1}) € L1,;; x Ly,

(a) consider (/]

>

fOl‘ lz == 0’
K((@p.1k). (1.1) 1)
= §(02.15) [P (lf — 11, 15— 1.1)) 67 (Q1. 1)

x [1 =Ry ()],
2.5)
(), (11.1)

=39 (Q2’ lﬁ) <R_2 (l —h. b -
for l, # 0,

K(( 2., 1, k), (I, 1), f)
=38(02, L) (P (1 =l b — b, 1))8" (01, 1)
x [1 =By (01[1 — H; (1)]

-

+zz/

i1=0 ir=0 /¥=0
x (P (i1, i, %)) 87 (Q1. 11 + i)
x [1 = By (x)]dH; (x) 8 (Q2, 1)
x (Pl =l —ir, 15— — i, t —x))
x 8T (01, 1) [1 = Ro (t = )1,

n))#" (01.1):

3 (02, b +1i2)

@2.)
(4 ,lz),(l; ,lé)

=5(02. 1) (B2 o (1 — 1. 15— 1))
x8" (01.1)
I~y 151

+ 30 Y 80 b+ i) (Br o Hy (i, i)

i1=0 i=0
x8T (01, 11 +11) 8 (02, 15)

<R2 (l —i1 — ll,lé—ig—lz))ST (Ql,li).

(4) Given (s2. 11, o) € 85,
1> lﬁ) € (Ly x Lo) \ (Lygy x Lap),
K((s2, 11, 0), (11, 15) . 1) = 0,

52

K.y = O
1. 15) € Ly x Loy,

(a) consider (

(b) consider (

for ll = O,
K(Gs2.01. 1), (11 1) 1)
= 5(02 B) (P (1 — 1.ty — 1)) 87 (Q1.1})

x [1 =Ry (],
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K* ,
(1,h), (11.1)

= 8(02. 1) (Ri (1 — 11,15 = 1)) 67 (01.17)

forly # 0,

K((s2,l1,0), (1, 1) » 1)
— 500 )P 1.
x [1 =By (1],

= b, 1))8" (01, 17)
S
K(?],[z),([{,lé)

= 8(02. 1) (B (1~ 11, = )87 (01.1).
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