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ABSTRACT Celestial body features are important navigation information in deep space exploration. This
study provides a synchronous high-precision extraction algorithm for star centroid and nearby celestial body
edges for a miniaturized independent optical navigation sensor, which combines the functions of a star
tracker and a navigation camera. The image is filtered by a ring filter template to eliminate the interference
information of background and improve the contrast between the target and the background. The second-
order directional derivative and specific area characteristic method aim to roughly extract and distinguish the
features (star centroid and the nearby celestial body edge). In local area template where feature points are
located, the 1D energy deviation effect is proposed to extract the features of the two different light intensity
distribution models. The accuracy and robustness of our algorithm are verified by simulation and ground-
based experiments. The algorithm has certain reference significance for other types of dim target and edge
detections, such as infrared detection, medical image, target measurement, and machine vision.

INDEX TERMS Optical autonomous navigation, high robustness and accuracy, star centroid, nearby
celestial body edge, 1D energy deviation effect.

I. INTRODUCTION
Deep-space autonomous navigation can achieve tasks, such
as orbit determination and control, attitude orientation, and
target tracking, in the event of loss of ground communication;
thus, it greatly enhances the survivability of the spacecraft [1].
Autonomous navigation technology used in several represen-
tativemissions and plans of deep space exploration shows that
the current mainstream autonomous navigation technology of
deep space exploration is based on the image information of
navigation star or target celestial body obtained by optical
autonomous navigation (OPNAV) sensor [2], [3].

OPNAVacquires the attitude and navigation information of
the spacecraft by processing the target celestial body image.
Two navigation target objects are expected to appear simul-
taneously in a typical image acquired by optical sensors. The
first type of object is a star that appears as a point source in a
focused image, the second type of object is a nearby celestial
body (such as a planet or moon) that illuminates many pixels
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in the image [4]. The star can determine the attitude of the
spacecraft [5], [6]. The nearby celestial body can provide
some navigation information, including line-of-sight (LOS)
vector, apparent diameter and center of mass, and the angle
between horizon and reference star [7].

The existing star centroid extraction methods mainly
include centroid and Gaussian fitting [8]–[11]. The centroid
method is the ratio of the first moment of the star light inten-
sity to the zeromoment of the pixel coordinate and is sensitive
to the high frequency noise. The Gaussian fitting method is
based on the principle that the star imaging obeys the 2D
Gaussian distribution and involves a large amount of calcu-
lation. The nearby celestial body imaging is relatively large.
The current mainstream idea is to extract the edge pixels of
the contour and then fit the center and radius. The Canny
operator is used to extract the edge of the nearby celestial
body but only achieves pixel-level precision [7], [12]–[14].
The Zernike moment is used to extract the sub-pixel edge
of the nearby celestial body, which is computationally inten-
sive [15], [16]. If the blurred edge model is considered, then
the model parameters will be increased, thereby bringing
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difficulty in determining the analytical solution. These fea-
ture (star centroid and edge of the nearby celestial body)
extraction methods can only obtain navigation information
of a single celestial body.

The traditional optical navigation sensor system platform
uses a rigid connection between the star tracker and the
optical navigation camera [17], [18]. Light-small is the devel-
opment direction of future OPNAV systems [19]–[21]. This
requires the OPNAV systems to have multiple functions, one
of which is a combination of a star tracker and a naviga-
tion camera. In [20], a scheme for simultaneous imaging
of star and nearby celestial body based on well capacity
adjusting was provided. Therefore, simultaneously extract
different celestial features is very important. Jiang et al. first
proposed the concept of synchronous extraction to simulta-
neously obtain the navigation measurement of the star and
the nearby celestial body [21]. Sub-pixel extraction of fea-
ture points was implemented based on the improved Hessian
matrix method, but the second derivative was sensitive to
noise and the calculation was complicated.

Therefore, the current study proposes a high accuracy syn-
chronous extraction algorithm for star and nearby celestial
body features. The algorithm mainly consists of three parts:
1) Ring filter template is used to filter the image; 2) Fea-
tures are extracted and distinguished based on second-order
directional derivative (SDD) and specific area characteristics;
3) Sub-pixel features in the local area template are extracted
using 1D energy deviation effect.

The remainder of the paper is organized as follows.
Section 2 establishes the light intensity models of star and
nearby celestial body. Section 3 describes the synchro-
nization extraction algorithm for star and nearby celestial
body in detail. Section 4 presents the experimental results
and discussion. Section 5, elaborates the conclusions of
our work.

II. LIGHT INTENSITY MODELS FOR OBSERVED OBJECTS
A. SIMULATION OF STAR
The centroid accuracy of single -pixel imaging does not
meet the requirements of attitude measurement. Therefore,
the defocus method is usually used to spread the star energy
to multiple pixels [22], [23].

In general, the light intensity distribution of a star can be
approximated as a 2D Gaussian distribution [24]–[27]:

Gstar (x, y) = Nstar ∗ PSF (x, y)

=
Nstar

2πσ 2
PSF

exp

[
−
(x − xi)2 + (y− yi)2

2σ 2
PSF

]
(1)

where PSF (x, y) represents the point spread function of the
optical system. (x i, yi) represents the star centroid coordi-
nates. σPSF is the Gaussian diffusion radius, and more than
95% of the energy is concentrated in the area of 3× 3 pixels
when σPSF < 0.671. ∗ represents the 2D convolution opera-
tion. Nstar is the number of photoelectrons generated by the

star and is given by [4]

Nstar=(QE) (F)ϒ0τ
π

4
d2ap10

−0.4mcosθ (1λ) (1t) (2)

QE is the quantum efficiency of the image sensor, F is the
fill factor(the percentage of the pixel area that contains a
photosensitive surface),ϒ0 is the spectral irradiance of a zero-
magnitude star, τ is the transmittance of the optics, dap is
the aperture diameter, 1λ is the spectral range of interest,
m is the star visual magnitude, and θ is the angle between
the boresight direction and the i-th LOS direction. 1t is the
exposure time over which photons are accumulated. The light
intensity model of star is shown in Fig. 1(a).

FIGURE 1. (a) Light intensity model of star; (b) light intensity model of
nearby celestial body.

B. SIMULATION OF NEARBY CELESTIAL BODY
Establishing a nearby celestial body imaging model needs to
determine how light is reflected from each observation point
and the number of photons hitting the corresponding pixel on
the detector. By calculating the number of photoelectrons on
each illuminated pixel, the light intensity model of a nearby
celestial body image can be established [4].

Nplanet = (QE) (F) SApixel (1t) (3)

where Apixel is a single-pixel area, and S is the total photon
flux hitting the pixel.

S = Iτ
π

4
(
dap
f

)
2
cos4θ0 (4)

where I is the radiance of the reflected light and f is equal
to the focal length. θ0 is the angle between the LOS vector
and the observer patch surface normal. The nearby celestial
body imaging model is expressed as the convolution of the
cumulative energy distribution of the optical system with
the PSF:

Gplanet (x, y)=Nplanet ∗ PSF (x, y)

=
Nplanet
2πσ 2

PSF

exp

[
−
(x − xi)2 + (y− yi)2

2σ 2
PSF

]
(5)

The nearby celestial body imaging model is shown in
Fig. 1(b), edge blur width is generally 3-5 Pixels [15], [20].
The contour of nearby celestial body imaging is composed
of two arcs: circular and elliptical [28]. Only the edge of the
circular arc extracted to fit the center of the nearby celestial
body [7], [15].
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III. SYNCHRONOUS EXTRACTION OF STAR AND
NEARBY CELESTIAL BODY FEATURES
In this section, we propose a synchronous high-precision
extraction algorithm for star centroid and nearby celestial
body edge. First, the ring filter template is used to remove
interference information and highlight feature points. Then,
according to the SDD and specific area characteristics,
the features are initially extracted and distinguished. Finally,
the sub-pixel-level precision of the features is simultaneously
extracted using 1D energy deviation effect in the local area
template. The 1D energy deviation effect is based on the
Gaussian function model of the light intensity distribution of
the pixel where the feature point is located, combined with
the relationship between the gray scale and the area on both
sides of the feature point. At the same time, the local area
template has a good additive cancellation effect on noise.

FIGURE 2. (a) Original image; (b) light intensity distribution in the edge
region of the nearby celestial body; (c)-(e) light intensity distribution of
Stars 2, 3, and 4, respectively; (f) ring filter template.

A. IMAGE FILTERING
Typical images often contain irregular backgrounds, such
as noise, nebulae, and stray light [29], [30], as shown in
Fig. 2(a). This interference information in the background
severely affects the selection of stars and background seg-
mentation thresholds. As a result, the false alarm rate of star
extraction sharply rises.

The light intensity distribution in the edge region of
the nearby celestial body is shown in Fig. 2(b). Fig. 2(c),
Fig. 2(d), and Fig. 2(e) show the light intensity distribution

of Stars 2, 3, and 4, respectively. The background of these
stars can be approximated as a 2D linear plane distribution.

Fig. 2(f) shows the ring filter template T ring, which is con-
volved with the original image. The size of T ring (N + 2) ×
(N + 2) pixels is determined by the size of feature points
N × N pixels. Take N = 3 pixels as an example.

Iconv = I ∗ Tring (6)

Iconv (i, j) = 16 � I (i, j)−
∑

m,n∈�blue
I (m, n) (7)

Iconv represents the matrix after convolution, I represents
the 2D matrix form of original image, ∗ is a convolution
symbol, I (i, j) represents the gray value of the coordinates
(i, j) in the original image, Iconv (i, j) represents the value after
convolution, and �blue represents the blue area.

FIGURE 3. (a) Light intensity expansion value distribution of edge;
(b) light intensity expansion value distribution of star; (c) 1D light
intensity expansion value distribution in the gradient direction of the
edge; (d) 1D light intensity expansion value distribution in the arbitrary
direction of the star centroid.

Fig. 3(a) shows the light intensity expansion value distribu-
tion after convolution of Fig. 2(b). Fig. 3(b) presents the light
intensity expansion value distribution after the convolution
of Stars 2, 3, and 4. Fig. 3(c) exhibits the 1D light intensity
expansion value distribution in the gradient direction of the
edge in Fig. 3(a), and Fig. 3(d) displays the 1D light intensity
expansion value distribution in the arbitrary direction of the
star centroid in Fig. 3(b). After the convolution, the light
intensity of the surface region of the nearby celestial body
is 0 (excluding the surface texture). In addition, interference
information in the background is largely eliminated. The
intensity of the features (star and the edge of nearby celestial
body) is also significantly expanded, which is beneficial to
extraction.

B. FEATURE ROUGH EXTRACTION BASED ON SDD
AND SPECIFIC AREA CHARACTERISTICS
The following is a rough extraction of features, which is
mainly based on SDD and specific area characteristics.
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1) SDD
The theory of SDD is used in the field of small targets and
edge detection. [31], [32]. The SDD of any point (x, y) in Iconv
is:

d2Iconv
dθ2

=
1
2

(
∂2Iconv
∂x2

+
∂2Iconv
∂y2

)
+

1
2

(
∂2Iconv
∂x2

∂2Iconv
∂y2

)
× cos2θ +

1
2

(
∂2Iconv
∂x∂y

+
∂2Iconv
∂y∂x

)
sin2θ (8)

The maximum SDD of (x, y) is SDDmax :

SDDmax

=

(
d2Iconv
dθ2

)
max

=
1
2

(
∂2Iconv
∂x2

+
∂2Iconv
∂y2

)

+
1
2

√(
∂2Iconv
∂x2

−
∂2Iconv
∂y2

)2

+

(
∂2Iconv
∂x∂y

+
∂2Iconv
∂y∂x

)2

(9)

The minimum SDD of (x, y) is SDDmin:

SDDmin

=

(
d2Iconv
dθ2

)
min

=
1
2

(
∂2Iconv
∂x2

+
∂2Iconv
∂y2

)

−
1
2

√(
∂2Iconv
∂x2

−
∂2Iconv
∂y2

)2

+

(
∂2Iconv
∂x∂y

+
∂2Iconv
∂y∂x

)2

(10)

According to SDDmax and SDDmin of Iconv, the region
where the point is located is determined as a point distribu-
tion (star and noise) or a linear distribution (edge of nearby
celestial body and its surface texture).

(a) If SDDmax(x, y) < 0, then all SDD at this point are less
than 0 and belong to the convex region (point distribution);
if SDDmin(x, y) > 0, then all SDD at this point are greater
than 0 and belong to the concave region;

(b) When the light intensity changes uniformly, the value
of SDD is 0. If SDDmax (x, y) = 0 and SDDmin (x, y) = 0,
then the point may be the background, the edge, or surface
texture of the nearby celestial body.

2) SPECIFIC AREA CHARACTERISTICS
The target feature coordinate are also selected depending
on the distribution characteristics of Iconv and its SDD on a
specific area. The N × N pixels around the star are taken as
star’s specific areas of star Ts, and (N + 2)× (N + 2) pixels
around the edge are taken as specific areas of nearby celestial
body edge Tc. Take N = 3 pixels as an example.

(a) If at least four pixels in Ts satisfy Iconv (i, j) >

(τ
′

bg + 50), then the point is the pixel where the star centroid
is located; otherwise, it is noise. τ

′

bg is the global background
threshold and is determined by the multi-window sampling
method [21].

FIGURE 4. (a) Edge specific areas; (b) four types of edges.

FIGURE 5. 1D light intensity distribution of star and edge. (a) light
intensity distribution model in arbitrary direction of the star centroid;
(b) light intensity distribution model in gradient direction of edge;
(c) light intensity difference model in gradient direction of the edge.

(b) Fig. 4(a) presents the specific areas where the edge
pixel P0 is located. The gradient direction of P0 is dP0.
Fig. 4(b) shows that the edges are grouped into four types
according to dP0: horizontal, − 45◦, vertical, and 45◦.

Fig. 4(a) shows an example in which the edge direction is
45◦ (yellow line), and P3 and P6 are approximate edge pixel
points; P1 and P8 are the pixels in the gradient direction (red
line). Black pixels are background, white pixels are targets,
and other color pixels are edge blurred areas. The SDDmax
and SDDmin of P1− P8 in Iconv are analyzed. SDDmin of P1 is
the smallest, SDDmax of P8 is the largest, and SDDmax(P8) ≈
|SDDmin (P1) |. The point satisfying these conditions is the
edge pixel (including the contour edge and surface texture
edges). Finally, the pixel points P9 and P10 in the gradient
direction of the original image are analyzed. If P9 >τedge and
P10 <τbg, then it is the circular arc edge point of the nearby
celestial body. τedge is the circular arc edge threshold, which
satisfies τedge = [max

(
Iedge

)
+min

(
Iedge

)
]/2, Iedge is the

gray value of the edge point in the original image. τbg is the
background threshold of the original image and is determined
by the multi-window sampling method.

C. SUB-PIXEL FEATURE EXTRACTION BASED ON
1D ENERGY DEVIATION EFFECT
The pixel-level star centroid and the nearby celestial body
circular arc edge are extracted and then positioned at the
sub-pixel level. In Fig. 5(a), X1 is 1D star centroid and τst rep-
resents the maximum intensity of star. The 1D light inten-
sity distribution of the nearby celestial body in the gradient
direction satisfies blurred edge model [33]–[35]. In Fig. 5(b),
X2 represents the edge position and τce represents light
intensity of nearby celestial body. Fig. 5(c) shows the light
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FIGURE 6. (a) Local area template of star; (b) 1D light intensity
normalized distribution of the GM column.

intensity difference distribution in gradient direction of the
edge.

Sub-pixel position is generally determined by the integer
pixel position around the pixel. Therefore, we propose a 1D
energy deviation effect method in the local area template to
extract sub-pixel features. We are the first to use 1D model
for simultaneously processing 2D images of two celestial
bodies with two different light intensity distributions. Select
the (N + 4)× 3 vertical or 3× (N +4) horizontal pixels area
as the local area template where the features are located. Take
N = 3 pixels as an example.

1) STAR SUB-PIXEL CENTROID EXTRACTION
In Fig. 6(a), (x1, y1) is the true centroid of the star. The
vertical and horizontal local area templates are used to solve
x1 and y1, respectively. For a vertical 7 × 3 pixels template
as an example, GL , GM , and GR represent the left, middle,
and right columns, respectively. The center pixel coordinate
of the GM column is (x0M , y0M ). Fig. 6(b) shows the 1D
light intensity normalized distribution of the GM column,
which satisfies the 1D Gaussian function probability density
function:

fM (x) =
1

σ (2π)1/2
exp

(
−
(x − x1M )2

2σ 2

)
(11)

x1M represents GM column 1D intensity center. fM (x) is
symmetric about x1M axis:∫ x1M

x0M−3.5
fM (x)dx =

∫ x0M+3.5

x1M
fM (x) dx (12)

x0M represents the center of the pixel.

where: ∫ x1M

x0M−3.5
f (x) dx =

∑−3

i=−1
FM (x0M + i, y0M )

+

∫ x1M

x0M−0.5
fM (x)dx (13)∫ x0M+3.5

x1M
fM (x)dx =

∑3

i=1
FM (x0M + i, y0M )

+

∫ x0M+0.5

x1M
fM (x)dx (14)

where FM (x, y) represents the normalized gray value of the
GM column.

∑
−3
i=−1 FM (x0M + i, y0M ) and

∑3
i=1 FM (x0M +

i, y0M ) represent the sum of the gray values of the three
pixels above and below the (x0M , y0M ) in the GM column,
respectively. The 1D energy deviation effect between the left
and right sides of the center pixel is 1EM :

1EM =
∫ x1M

x0M−0.5
fM (x) dx −

∫ x0M+0.5

x1M
fM (x) dx

=

∑3

i=1
FM (x0M + i, y0M )

−

∑−3

i=−1
FM (x0M + i, y0M ) (15)

The pixel gray value at (x0M , y0M ) is expressed as

FM (x0M , y0M ) =
∫ 0.5

−0.5
fM (x) dx = 8

(
0.5− x1M

σ

)
−8

(
−0.5− x1M

σ

)
(16)

where 8(x) represents the cumulative distribution function:

8(x) =
∫ x

−∞

fM (x)dx (17)

Then, 1EM satisfies

1EM =
∫ x1M

−0.5
fM (x) dx −

∫ 0.5

x1M
fM (x) dx = 28(0)

= −8

(
= 0.5− x1M

σ

)
−8

(
−0.5− x1M

σ

)
=

∑3

i=1
FM (x0M + i, y0M )

−

∑−3

i=−1
FM (x0M + i, y0M ) (18)

where (19) and (20), as shown at the bottom of this page.
From the standard normal distribution function table,

8(0) = 0.5. The values of 0.5−x1M
σ

and −0.5−x1M
σ

also can

8

(
0.5− x1M

σ

)
=

28(0)−
∑3

i=1 FM (x0M+i, y0M )+
∑
−3
i=−1 FM (x0M+i, y0M )+FM (x0M , y0M )

2
(19)

8

(
−0.5− x1M

σ

)
=

28(0)−
∑3

i=1 FM (x0M + i, y0M )+
∑
−3
i=−1 FM (x0M+i, y0M )+FM (x0M , y0M )

2
(20)
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be obtained. For convenience of description, we make
0.5− x1M

σ
= data1

−0.5− x1M
σ

= data2
(21)

Then

x1M = −
data1+ data2

2 (data1− data2)
(22)

The light intensity distribution of GL and GR column also
satisfies the 1D Gaussian distribution. We use the method of
solving x1M to find the energy centers x1L and x1R of the GL
column and the GR column, respectively. Then, the centroid
of the x-axis of the star is

x1 = (x1L + x1M + x1R)/3 (23)

Similar to the method of solving x1, we select the horizon-
tal direction 3× 7 pixels as the local area template to find the
star centroid y1 on the y-axis.

y1 = (y1T + y1C + y1B)/3 (24)

In the horizontal template, y1T , y1C , and y1B are three rows
of energy centers, respectively. The true centroid of the star
(x1, y1) has been obtained.

2) NEARBY CELESTIAL BODY SUB-PIXEL EDGE EXTRACTION
If the edge gradient direction belongs to [45◦, 135◦) or
[−135◦, −45◦) when extracting nearby celestial body sub-
pixel edges, then we select horizontal 3×7 pixels as local area
template. Otherwise, we select vertical 7 × 3 pixels as local
area template. We will use a vertical template as an example.

FIGURE 7. (a) Local area template of nearby celestial body edge;
(b) 1D light intensity distribution of the GM column; (c) light intensity
differential normalized distribution of GM columns.

In Fig. 7(a), the edge pixel coordinate is (x0, y0); the true
sub-pixel edge coordinate is (x1, y1); and GL , GM , and GR
represent the left, middle, and right columns, respectively.

Fig. 7(b) shows the 1D light intensity distribution of the GM
column, which satisfies the function

fMC (x) =
τce−τ bg

2

(
erf

(
x − x1M
√
2σ

)
+ 1

)
+ τbg (25)

where τce and τbg represent the gray value of the target and
background, respectively. x1M represents the center of the 1D
light intensity distribution. The function erf (x) is defined as

erf (x) =
2
√
π

∫ x

0
e−t

2
dt (26)

Fig. 7(c) shows the GM column intensity differential nor-
malized distribution, and the average of the forward and back-
ward differences is selected as the gray difference value. The
intensity differential normalized distribution fMD(x) also sat-
isfies the 1D Gaussian function probability density function:

fMD (x) =
1

σ (2π )1/2
exp

(
−
(x − x1M )2

2σ 2

)
(27)

Using Formulas (12)–(22) to calculate the 1D energy devi-
ation effect for the three columns GL , GM , and GR, three
preliminary sub-pixel positions x1L, x1M, and x1R can be
obtained.

FIGURE 8. (a) Edge pixel gray value proportional to the intensity and area
on the two sides of the edge; (b) edge approximated by a second-order
curve.

Unlike the 2D light intensity distribution of star, edge
pixels do not satisfy the principle of isotropic. The pixel gray
value is determined by the gray value and area of the two sides
of the edge. In Fig. 8(a), the linear edge segmentation pixel P
is divided into two parts: SA and SB. The gray values on the
two sides of the edge are A and B, respectively. Then, the gray
value of the pixel is [36]

gP =
A ∗ SA + B ∗ SB

SA + SB
(28)

In Fig. 8(b), x1L, x1M, and x1R are sub-pixel-level initial
values of the edges in three columns. The edge model is
a linear function parallel to the x-axis, but the real edge
approximates a quadratic function: y = ax2+bx+c. The area
ratio of the edge segmentation pixels is the same regardless of
a linear function edge or a highly realistic quadratic function
edge because the pixel gray value is determined and the gray
distribution on the two sides is the same. Specifically,∫

−0.5

−1.5
(ax2+bx+c+0.5)dx =

∫
−0.5

−1.5
(x1L+0.5)dx (29)
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∫ 0.5

−0.5
(ax2+bx+c+0.5)dx =

∫ 0.5

−0.5
(x1M+0.5)dx (30)∫ 1.5

0.5
(ax2+bx+c+0.5)dx =

∫ 1.5

0.5
(x1R+0.5)dx (31)

The following equations are solved:

a =
x1L − 2x1M + x1R

2
(32)

b =
x1R − x1L

2
(33)

c =
13
12
x1M −

x1L + x1R
24

(34)

Then, the edge sub-pixel coordinates are (0, c).

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. IMAGE FILTERING PERFORMANCE
The effects of removing background interference informa-
tion, such as nebulae and galaxies, are analyzed. For illus-
tration, we use the following calculation for the convolved
matrix Icove:

I
′

cove(i, j) =

{
0, if Icove(i, j) ≤ 0
C � Icove(i, j), else

(35)

where C represents the normalization coefficient.

FIGURE 9. (a) Original image; (b) I
′

cove; (c) enlarged nearby celestial body
section of (b); (d) enlarged edge section of (c).

Fig. 9(a) shows the original image. Fig. 9(b) shows I
′

cove,
Notably, the interference information in the background is
eliminated, and the features are preserved. Clear edge infor-
mation is shown in Fig. 9(c) and Fig. 9(d). Edge informa-
tion is preserved, and most surface textures are eliminated.
However, but some surface textures still exist.

B. STAR FEATURE EXTRACTION PERFORMANCE
Experiments are performed using simulated images because
the position of the star in the real image is unknown [21].
The star centroid error ecen is used as the evaluation param-
eter, which is defined as the Euclidean distance between the
calculated centroid (x̂c, ŷc) and the true centroid (xc, yc):

ecen =
[(
x̂c − xc

)2
+
(
ŷc − yc

)2]1/2 (36)

The proposed algorithm is verified by a series of star
images with different brightness levels and different noise
levels, and comparedwith the centroidmethod [11], Gaussian
fitting method [9] and the synchronous extraction method
mentioned in [21]. The Gaussian radius is set to 0.671.

1) DIFFERENT BRIGHTNESS LEVEL
The brightness level of the star centroid is specified as 1 when
saturated. The extraction error of the brightness level in the
range of 0.1–1.5 is analyzed at intervals of 0.05. Each simu-
lated image contains 100 stars of the same brightness, and the
position of the star centroid is evenly distributed in [−0.5, 0.5)
pixels at intervals of 0.05 pixels. The star image for each
brightness produces 1000 images, and the average error is
calculated. Gaussian white noise with a variance of 0.001 is
added to each image. The error curves are shown in Fig. 10.

FIGURE 10. Star centroid error under different brightness level.

When the star centroid pixel is not saturated, the accu-
racy of the star centroid extraction increases as the bright-
ness increases. When the star centroid pixel is overexposed,
the star intensity distribution is an incomplete Gaussian func-
tion with the top removed, and the error of the centroid
and synchronous extraction methods increases rapidly. The
Gaussian fitting method removes the influence of overex-
posed pixels. Our method is based on the principle of star
isotropic and symmetrical, and the effect of truncated pixels
is minimal.

2) DIFFERENT NOISE LEVEL
This section analyzes the effect of different noises. Each
simulated image contains 100 stars with a brightness level
of 0.6, and the star centroid position is evenly distributed in
[−0.5, 0.5) pixels at intervals of 0.05 pixels. The simulated

126748 VOLUME 7, 2019



Y. Zhang et al.: Accurate and Robust Synchronous Extraction Algorithm for Star Centroid and Nearby Celestial Body Edge

FIGURE 11. Star centroid error under different level of the noise.

image is added with Gaussian white noise with variance
range of [0.001, 0.01] at intervals of 0.001. For each variance
noise, 1000 images are simulated, and their average error is
calculated. The error curves are shown in Fig. 11.

When the noise increases, the errors of the four meth-
ods increase accordingly. However, compared with the error
increase trends of the three other methods, that of our method
is relatively slow.When the noise variance is 0.01, the average
error of our method is 0.0286 pixels.

C. NEARBY CELESTIAL BODY FEATURE
EXTRACTION PERFORMANCE
The edge error eedge is used as an evaluation parameter,
which is defined as the Euclidean distance between the calcu-
lated edge coordinates (x̂e, ŷe) and the true edge coordinates
(xe, ye):

eedge =
[(
x̂e − xe

)2
+
(
ŷe − ye

)2]1/2 (37)

The proposed algorithm is verified by brightness level,
locations, and noise level and is compared with Canny [7],
Zernike [15] and synchronous extraction methods [21]. The
Gaussian radius is set to 0.671.

1) DIFFERENT BRIGHTNESS LEVEL
We specify that the nearby celestial body brightness level is:

A = max(Iplanet )
/
255 (38)

where max(Iplanet ) represents the maximum gray value of
nearby celestial body. Fig. 12(a) shows a simulated nearby
celestial body image with Gaussian white noise, and the noise
variance is 0.005. The red curve represents the circular arc
of the nearby celestial body, and we count the extraction
error of the edge points in the order indicated by the yellow
arrows. Figs. 12(b)-12(f) show the edge error distribution for
the brightness levels of 1, 0.8, 0.6, 0.4, and 0.2, respectively.

As the brightness level decreases, the edge extraction
errors of all methods increase. Given that the signal-to-noise
ratio decreases correspondingly as the nearby celestial body

FIGURE 12. Edge error under different brightness levels. (a) simulation
image; (b)–(f) edge error distribution for the brightness levels of 1, 0.8,
0.6, 0.4, and 0.2, respectively.

FIGURE 13. Simulation image.

brightness level decreases, the effect of noise on the algorithm
increases. The accuracy of our method is still higher than
those of the three other methods. At brightness level A = 0.2
the average error of our method is 0.1894 pixels.

2) DIFFERENT LOCATIONS
A circle that satisfies the blurred edges is simulated, as shown
in Fig. 13, to verify the edge error at different locations. The
brightness level is 0.7, and the noise variance is 0.005. The
cartesian coordinate system is established with the center of
the circle as the origin.

Fig. 14 shows the error distribution of the edge points; the
farther from the origin of the coordinates, the larger the error
of the edge points in this direction. The average error of our
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FIGURE 14. Edge error distribution.

FIGURE 15. Edge error under different levels of the noise.

method is 0.0971 pixels, which is significantly lower than
those of the three other methods. The error distribution of
the three other methods is relatively uniform, and the error
is unaffected by the position of the edge points. However,
the edge error of our method is large in the directions of
45◦, 135◦, 225◦, and 315◦, and the error is small in other
directions. The reason is that the local area template selects
only the horizontal and vertical directions, which are not
gradient directions, to save computation time and memory
space but can obtain high precision for edge points in these
directions.

3) DIFFERENT NOISE LEVEL
The image in Fig. 12(a) is used in the simulation to verify the
effect of different noise levels on edge error. The simulated
image is added with Gaussian white noise with the variance
range of [0.001, 0.01] at intervals of 0.001. For each variance
noise, 1000 images are simulated, and their average error is
calculated. The error curves are shown in Fig. 15.

As the noise continues to increase, the error of eachmethod
increases accordingly. When the variance of the noise is
greater than 0.005, the error of the synchronous extraction

FIGURE 16. Result of star centroid and edge extraction in the simulated
image.

TABLE 1. Centroid errors of the extracted stars.

method increases rapidly. The reason is that the core of the
synchronous extractionmethod is the second-order derivation
of the image, which is very sensitive to noise. Compared with
the errors of the three other methods, that of our method
increases relatively slowly as the noise increases. This per-
formance indicates that our method is robust to noise.

D. SYNCHRONOUS EXTRACTION PERFORMANCE
The simulated image containing the nearby celestial body
and stars is verified. The edge points are fitted by the least
square method to obtain the center of the nearby celestial
body. Fig. 16(a) shows a simulated image based on the light
intensity models. The center error of nearby celestial body
is 0.0137 pixels. Using the method of [21], the center error
is 0.1092 pixels. Eight stars are extracted, and their centroid
errors are shown in Table 1.

Fig. 16(b) shows an image simulated using Celestia soft-
ware [37]. The information provided by the software is
only the center coordinates of the moon [15]. Using our
method, a total of 35 stars are extracted, the center error
is 0.0786 pixels. Using the method of [21], under back-
ground interference Stars (12, 16, 17, 23, and 27) and faint
Stars (21 and 33) are not extracted, and center error is
0.1273 pixels. The extracted stars are shown in Table 2.

We use the method proposed in [20] to image the moon
and stars based on the ground. Fig. 17(a) contains the small
and weak stars, and Fig. 17(b) contains the moon and stars.
The configuration of the navigation sensor hardware is as
follows: focal length is 100 mm; FOV is 18◦ × 14◦; aperture
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TABLE 2. The extracted stars and centroid positions.

FIGURE 17. Result of features extraction of stars and moon based on
ground observation.

TABLE 3. The extracted stars and centroid positions of the actual image.

is 45 mm; image sensor is CMV20000; image resolution is
5120× 3840 pixels. Fig. 17 is the result of feature extraction
of stars and moon based on ground observation.

As shown in Fig. 17(a), using our method, a total of 15 stars
are extracted. Using the method of [21], the Stars of 2, 6,
7, 8, 11,12, and 15 are not extracted. The extracted stars of
Fig. 17(a) are shown in Table 3.

In Fig. 17(b), a total of 9 stars are extracted using our
method. However, using the method of [21], faint Stars of
3 and 8 are not extracted. The extracted stars of Fig. 17(b) are
shown in Table 4.

TABLE 4. The extracted stars and centroid positions of the actual image.

V. CONCLUSION
In this study, a high-precision and strong robustness syn-
chronous feature extraction algorithm for different celestial
bodies is provided for deep space exploration OPNAV. This
algorithm is mainly used to extract the centroid of star and the
edge of nearby celestial body. The ring filter template effec-
tively removes background interference information of back-
ground and highlights feature points. According to the SDD
and specific area characteristics, the features are initially
extracted and distinguished. The sub-pixel-level precision of
the features is simultaneously extracted based on 1D energy
deviation effect in the local area template. Simulation and
ground-based experiments verify the accuracy and robustness
of our algorithm. The effects of different brightness levels and
noise on star centroid estimation and edge extraction accuracy
are analyzed. For the edges of different gradient directions,
the extraction errors of the edges of varying position pairs
have a great influence. The error curves of these influencing
factors show that the performance of this algorithm is better
than that of other algorithms. The model is a high-precision
and robust feature extraction algorithm for OPNAV systems.
The proposed algorithm also has certain reference signifi-
cance for small and weak target detection and edge detection
in other fields, such as infrared detection, medical image,
target measurement, and machine vision.
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