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ABSTRACT One of the major challenges in person Re-Identification (ReID) is the inconsistent visual
appearance of a person. Current works on visual feature and distance metric learning have achieved sig-
nificant achievements, but still suffer from the limited robustness to pose variations, viewpoint changes, etc.
This makes person ReID among multiple cameras still challenging. This work is motivated to learn mid-level
human attributes which are robust to visual appearance variations and could be used as efficient features
for person matching. We propose a supervised multi-task learning framework which considers attribute
label information with joint identification-verification network to simultaneously learn an attribute-semantic
and identity-discriminative feature representation. Specifically, this framework adopts the part-based deep
neural network and learn three different tasks simultaneously: person identification, person verifications and
attribute identification, so as to discover and capture concurrently complementary discriminative information
about a person image from global and local image features and mid-level attribute features in one deep neural
network. With the multi-task learning architecture, we obtain a discriminative model that reaches a synergy
in distinguishing different person images, as manifested with the competitive accuracy on three person ReID
datasets: Market1501, DukeMTMC-reID and VIPeR.

INDEX TERMS Person re-identification, attribute learning, multi-task learning, convolutional neural

network.

I. INTRODUCTION

Person re-identification (ReID) aims to identify a query per-
son by finding the same persons among a set of gallery images
or videos. It is drawing increasing research attentions in
several computer vision applications including multi-camera
tracking [1]-[4] and multi-camera activity analysis [5], smart
city system [6], etc. The task is challenging owing to the
dramatic changes in visual appearance from different camera
views with non-overlapping visual fields resulting from vari-
ations in postures, view angles, occlusion, illumination, low
resolution and background clutter [7]. Traditional researches
on this topic mainly focus on two separate phases inde-
pendently: either carefully feature designing (i.e. designing
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and extracting low-level visual features to represent per-
son appearance) [8]-[11] or effective distance metric learn-
ing (i.e. learning a discriminative distance metric hence
the distance of features from the same person can be
smaller) [12]-[15].

The emergence of deep convolutional neural net-
works (CNNG5s) integrates the two separate phases mentioned
above into a unified and end-to-end learning framework
and therefore, introduces more powerful and robust feature
representations. The CNN based approaches for RelD can
be broadly classified into two categories: identification mode
and verification mode. The identification mode utilizes a
classification loss function (e.g. cross entropy loss) to learn a
mapping function from raw images to person identity directly.
This mode could make full use of the label information of
the dataset, but it is prone to overfitting due to the limited
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training samples for each person (e.g. , VIPeR [16] provides
only 2 images per person). The verification mode includes the
Siamese network with the contrastive loss [17], [18], and the
triplet network with the triplet loss and its variants [19]-[22].
It learns a mapping function from raw images to the feature
embedding space so that inter-class distance is enlarged and
intra-class distance is decreased. As it considers a weak label
(similar or not) between pairs, a drawback of the verification
mode is not making full use of RelD label information.

Apart from issues stated above, an identification mode
generally learns a mapping function from raw image pixels
to high-level identities/classes directly, and the embedding
space of the verification mode is hard to understand for
humans. In contrast, human attributes (such as as hair-style,
shoe-type or clothing-style) represent mid-level semantic
description, i.e. a basis set defined by domain-specific axes
which are semantically meaningful to humans, preferably
unambiguous and more robust to subjective interpretation.
Attributes are more consistent for the same person and more
robust to the appearance variances in postures, view angles
and so on, which can form a suitable representation for sim-
ply human understanding and direct human interaction. As
shown in Figure 1, a ReID system may fail to discriminate
between the first two persons in the first row wearing similar
gray clothes and backpacks; but attributes may suggest that
male or female, wearing a hat or not, dark or light shoes can
eliminate the false matches.
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FIGURE 1. Examples of person images and attribute labels. Each pair of
images represents the same person.
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Although some previous CNN-based person RelD
approaches independently exploit joint identity and attribute
label in model learning [23] or joint verification and iden-
tification [24]-[26], no one explicitly claims that the joint
verification and identification supervision of both identity
and attribute labels in one deep CNN model is critical to learn
discriminative features for person re-identification. Based on
the above considerations, in order to optimise person RelD
task under significant viewing condition changes across cam-
eras, we propose a joint identity-attribute learning approach
with simultaneous verification and identification supervision
in a unified deep learning model to discover and capture con-
currently complementary discriminative information about
a person image from both global and local features and
mid-level semantic attributes. Specifically, we exploit the
interaction and compatibility between mid-level semantic
attributes and identity labels and discriminatively optimise
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both attribute and identity learning. In addition, we employ
the joint supervision of verification and identification
together and emphasize different aspects in feature learning:
the identification supervisory signal tends to pull apart the
deep network features of different identities since they have
to be classified into different classes; the face verification
signal requires that every two deep network feature vectors
extracted from the same identity are close to each other while
those extracted from different identities are kept away.

In summary, our contributions are three-fold: (1) we pro-
pose a new multi-task deep learning architecture which
considers mid-level semantic attribute information by tak-
ing advantage of both multi-class identification and binary
verification supervision signal to simultaneously learn an
attribute-semantic and identity-discriminative feature repre-
sentation more effectively; (2) we systematically analyze the
relationship between person attribute and identity labels, and
further exploit the interaction of verification and identifica-
tion supervision; (3) we compare our approach with several
state-of-art methods on three popular Reld datasets: Mar-
ket1501 [27], DukeMTMC-relD [28] and VIPeR [29].

The rest of the paper is organized as follows: Section II
reviews the related works with this paper. In Section III
we describe the proposed network architecture and training
algorithm. Section IV introduces the experiment results on
three popular datasets. Last section draws the conclusion.

Il. RELATED WORK

Person re-identification has been a popular topic in com-
puter vision and pattern recognition communities for a
decade. There are several surveys [30], [31] on person re-
identification. Traditional person re-identification works are
accomplished by feature design and distance metric learning.
In more recent years, the CNN based approaches for ReID
have become a popular feature-based paradigm for learning
discriminative feature representation. In this section, we are
going to review recent RelD approaches based on deep learn-
ing and human semantic attributes and make a connection to
our work.

A. CNN-BASED APPROACHES

Generally speaking, two types of CNN models are commonly
employed in the community: the identification mode and the
verification mode. The identification mode could make full
use of the RelD label information. Xiao et al. [32] present
a domain guided dropout algorithm to improve the feature
learning procedure from multiple domains and employ a
softmax loss in the classification network. Zheng et al. [33]
employ the identification mode to learn a discriminative
embedding in the person subspace, and the work achieves
good performance on the presented video RelD dataset.

The identification mode depends on lots of labeled training
data per identity which might not be feasible for real-world
deployment. In contrast, the verification mode considers the
RelD task as a matching problem which could generate a
good deal of sample pairs and would address the lack of
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example issue. Some works employ the Siamese network
with the contrastive loss. Ahmed et al. [34] improve the
Siamese network by computing the cross-input neighbor-
hood differences, which compares the features from one
input image to features in neighboring locations of the other
image. In [35], Varior et al. incorporate long short-term mem-
ory (LSTM) modules into the Siamese network to enhance
the discriminative ability of the deep features. Some other
works employ the Triplet network with the triplet loss and
its variants. Su et al. [19] propose a three-stage learning pro-
cess which includes attribute prediction using an independent
dataset and an attributes triplet loss trained on datasets with
ID labels. Hermans et al. [36] propose to generate the triplet
with the hardest positive and hardest negative for each anchor
sample in the mini-batch.

Some works adopt joint identification and verification
supervision to train CNN in the field of face recognition
and vehicle re-identification. In [24], Sun et al. present to
learn the “DeepID2” features by the joint verification and
identification supervision. Its extension works [25], [26] are
also learned with the identification-verification supervisory
signals. Some works [37]-[39] combine the verification and
identification supervision to solve person RelD. For example,
Chen et al. [39] employ classification loss and verification
loss and develop a two-stepped fine-tuning strategy to transfer
knowledge from auxiliary datasets.

Our network differs from the above in two aspects.
First, we include attribute label information in joint
identification-verification network to make full use of the
label information for learning discriminative features more
effective. Second, we leverage multi-task learning to exploit
the interaction and compatibility between mid-level semantic
attributes and identity labels and discriminatively optimise
both attribute and identity learning.

B. HUMAN SEMANTIC ATTRIBUTES

Human semantic attributes refer to semantic high level infor-
mation which is invariant across many instances of person
and contain information which is often highly relevant to
a person’s identity. Currently, many studies have applied
deep learning to attributes learning for attribute prediction
[40], [41] and person RelD [42]. In person re-identification,
attributes show promising performance in preserving con-
sistent representations of the same person and identifying
differences among different persons [43]-[46]. Su et al.
[47], [48] propose multi-task learning with low rank attribute
embedding to address the problem of person re-identification
on multi-cameras. Schumann and Stiefelhagen [49] present
a person RelD approach which includes automatically pre-
dicted attribute information into the training process of a
CNN. However, consistently predicting all attributes specific
to a person is a difficult task when the labeled training data are
sparse and person images in most person RelD datasets have
low quality; i.e. inter-attribute discrimination can be weak on
typical person RelD images.
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Some person RelD approaches [23], [50], [51] employ
both identity and attribute labels to improve re-identification
performance. For example, Wang et al. [23] introduce a
transferable joint deep learning by making full use of
the label information of identities and attributes. Unlike
their work that only utilizes the identification mode to
learn joint attribute-identity feature, our approach further
explores the verification mode to simultaneously learn an
attribute-semantic and identity-discriminative feature repre-
sentation in a multi-task learning framework.

lll. PROPOSED METHOD

In this section, we present our proposed person RelD
approach. Firstly, we formulate the problem statement.
Then we present our multi-task learning model for person
re-identification with illustration. Finally we describe the loss
function for learning with joint verification and identification
of identity-attribute labels.

A. PROBLEM FORMULATION

Assume a set of training images Z= {(I;, y;, a,-}ﬁ\':l consisting
of N person bounding box images I; with the corresponding
identity labels as y; € Y = {1, ..., C} and attribute labels
a; € R™. These training images capture the visual appearance
of C different people under non-overlapping camera views.
We define a; = [a;1, ..., aim] as an attribute label contain-
ing m attributes, where a;; € {0, 1} is the binary indicator
of the j” attribute. The objective is to formulate a deep
learning model with the joint verification and identification
supervision of attribute-identity labels to discover and cap-
ture concurrently complementary discriminative information
about a person image from both global and mid-level visual
features of the image.

B. NETWORK ARCHITECTURE

Motivated by the previous works that extract discriminative
features from different body parts of each person, we also
construct a part-based deep CNN to extract global and
local image features. Furthermore, our CNN model includes
semantic attribute information with a multi-task learning
architecture to discover complementary discriminative rep-
resentation.

Figure 2 illustrates the architecture of our proposed
framework. We adopt the ResNet-50 model, which has
been evaluated to achieve competitive performances in
some RelD systems, as the backbone of our network. The
ResNet-50 model contains 5 different convolutional blocks:
res_convl, res_conv2_x (forx = 1,2,3), res_conv3_x (forx =
1,2,3,4), res_conv4_x (for x = 1,2,...,6) and res_conv5_x
(for x = 1,2,3), where x indicates the number of blocks
stacked (we add a name prefix ‘“res_” to all blocks and
please see Table 1 in the paper [52] for more details). The
parts before res_conv4_2 block are the same with the original
version of ResNet-50. The parts after res_conv4_1 block are
divided into two branches: the global branch and the part
branch. Both branches of the CNN model are trained to
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FIGURE 2. Our proposed multi-task learning architecture for person re-identification.

learn three different tasks simultaneously, including person
identification, attribute identification and person verification.

In the global branch, parts of res_conv4d_x and
res_conv5_x have the same parameter settings with the orig-
inal ResNet-50 model. The res_conv5_x block is connected
with a global max-pooling (GMP) operation on the corre-
sponding output feature map. The global branch outputs two
independent fully connected features: f IGM is for joint person
identification and attribute identification of global part of the
input image, and f gM is for person verification. This global
branch learns the global feature representations and mid-level
attributes without any partition information.

The part branch shares the similar network architecture
with the global branch. The difference is that we employ
no down-sampling operations in res_conv5_1 block to pre-
serve proper areas of reception fields for local features
of images, and we use a part generation strategy on the
res_conv5_1 block: the output feature maps are split into
two half parts: upper-body part and lower-body part, so that
some attributes are more precisely located as shown in 1.
After the GMP operation, the fully connected features f ZVI
and ff;M are for person/attribute identification and person
verification, respectively. The two half parts are to learn local
feature representations for person identification and attribute
identification, in which f },{f; learns for upper-body attribute
identification and f ﬁ{; learns for lower-body attribute identi-
fication.

The network is trained end-to-end using the total loss:

Liotal = Lia + M1 Lanr + )MZLtrip—bh» (D

where L;j; and L,y represent the person identification loss
and attribute identification loss respectively, Ly p—pp is the
person verification loss with a triplet loss, and A; and >
balance the contribution of the three losses.
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During testing phases, all the fully connected features (f gv,,
f %,;M, f va “';M, f %f; and f ILA};) are concatenated as the final
feature in order to extract both the global and local infor-
mation to obtain the most powerful discrimination of learned
features.

C. LOSS FUNCTIONS
In this subsection, we present our loss functions employed
in our multi-task learning architecture via the exploitation
of Person identification loss, attribute identification loss and
batch hard triplet loss.

1) PERSON IDENTIFICATION LOSS
For the person identification loss we utilize the cross-entropy
classification loss function by optimising person identifica-
tion task given training labels of multiple person identities.
Formally, we predict the prediction probability of image I;
over the given identity label y; as:

eXp(Wny mdi)
Yoy expwlf 1)

pia;, yi) = )

where fj,(I;) refers to the feature vector (f ﬁ,, or f ZM
in Fig. 2) of I; and wy the prediction function parameter of
training identity class k. The training loss on a batch of ny,
images is computed as:

Nps

1
Lig = —— Y log(piali, y;))- 3)

n
bs i—1

This identification loss encourages the network to learn
more discriminative identity-related features (i.e. , features
with large inter-personal variations), which can help correctly
classify all the classes simultaneously.
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TABLE 1. Attributes distribution of global part, upper-body part and
lower-body part.

Global Part

Upper-body Part Lower-body Part

age, gender, hair length,
sleeve length, carrying bag,
carrying backpack, colors of
upper-body clothing, wear-
ing hat, carrying handbag

length of lower-body, type
of lower-body clothing, col-
ors of lower-body clothing,
shoe type, color of shoes

2) ATTRIBUTE IDENTIFICATION LOSS
The attribute identification loss includes three terms: global

attribute loss LG | upper-body attribute loss LYP  and
lower-body attribute loss LEP :
Laur = LaGm + Lgﬁ + Lstfr )

The problem of attribute prediction is treated as multi-label
classification. We pass the last fully connected layers into a
sigmoid layer to squash the predicted classification scores to
[0, 1]. The global attribute prediction of LS,. is optimized
using binary entropy-cross loss function by considering all
m attribute classes:

Nps m
LG, =—— Z > (@i jlogpani. aij) )
i=1 j=I

+ (1 —aij)log(l = pan;, a;j)), (6)

where a;; and pyy(I;, a; ) define the groundtruth attribute
label and the predicted classification probability on the j*
attribute class of the training image I;. Similarly, the upper-
body attribute loss LYF and lower-body attribute loss LLF are

calculated with the groundtruth attribute labels (in Table 1)
and the predicted classification probabilities.

3) BATCH HARD TRIPLET LOSS

Traditional triplet Loss takes a triplet as input. One triplet
consists of an anchor sample I 0, a positive sample I (+ which
belongs to the same identity with the anchor sample and a
negative sample I~ which has a different identity with the
anchor sample. The loss aims to ensure that the embedded
distance Dyo ¢+ between the anchor sample I and positive
sample I+ is closer than the distance Dy (~ of the anchor
sample I and negative sample I~ by a distance margin «.
For all triplets in one mini-batch, the triplet loss is of the

form:
Etrip = Z

$0.sT s~

V50 =Yt FVs—

[DSU,SJF —-D -+ a]—l—v (7)

where the subscript plus sign of square brackets is defined as
[x]+ = max{0, x}.

The traditional Triplet Loss needs to sample the training
dataset and generate training triplets at the beginning of the
training. Since the generated triplets depend on the initial
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CNN model, it will not be corrected after the training pro-
ceeds. The core idea of the Batch Hard Triplet Loss is to
combine the triplet generation step with the training process
and to mine the hard triplet samples within each mini-batch.
The mini-batch is organized as follows: each mini-batch is
filled by randomly sampling P persons and then K instances
was sampled for each identity, i.e. each min-batch is filled
with P x K images. Each image in the mini-batch is in turn
treated as an anchor sample. Batch Hard Triplet Loss tries
to choose the hardest positive and negative sample in the
mini-batch:

P K
Elrip—bh = Z Z [D:,,’S_,_ - D

i=1 s°=1

-~ + o], ®)

where D7, , and D}, - denote the hardest positive and neg-
ative sample correspondmg to anchor sample I 0 as:

P K

Dy = ),  max < DE @) fr @), ©)

lls"l -

ZZ min D yyy @) Sy @), (10)
i=1 so=1"

J#t

where fy,(I;) refers to the feature vector (f$,, or fh,,
in Fig. 2) of I;.

IV. EXPERIMENTS

In this section, we report the experimental results on three
popular and relatively large benchmark datasets: Market1501
[27], DukeMTMC-relD [28] and VIPeR [29]. First, we intro-
duce the implementation details and dataset information.
Then we compare our approach against several state-of-the-
art methods. We further conduct an ablation study to demon-
strate the contribution of individual modules in our approach.
Finally, we present some examples of ranking and attribute
recognition results.

A. IMPLEMENTATION DETAILS

In our experiments, the parameters of ResNet-50 model are
pre-trained on the ImageNet dataset. During the training and
testing phase, input images are resized to 384 x 128 with nor-
malization using the standard deviation and mean. The batch-
size is set to 32, with 32 different identities and 4 instances
per identity in each mini-batch. We used Stochastic Gradi-
ent Descent (SGD) algorithm and the training process takes
320 epochs in total. The initial learning rate is set to 2 x 10™*
and decayed at the 160th epoch according to the “exp”
decay rule of Pytorch. The margin « is set to 1.2 empirically.
In addition, we use Re-ranking [53] as the post-processing
step to get better performance. The proposed architecture is
implemented using the Pytorch [54] deep learning framework
and two NVIDIA Titan GPU, which consists of 3584 CUDA
cores, 10 Gbps memory speed, and 12 GB GDDRS5X of
standard memory configuration.
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TABLE 2. The specifications of the two evaluated RelD datasets.

Datasets VIPeR  Market-1501 DukeMTMC-relD
#identities 632 1,501 1,812
#images 1,264 32,643 36,411
#cameras 2 6 8
#training IDs 316 750 702
#test IDs 316 751 702
#probe images 316 3,368 2,228
#gallery images 316 19,732 17,661
#attributes 19 27 23
B. DATASETS

We evaluate our approach on three large-scale public datasets.
Table 2 summarizes the statistics of three datasets, including
the number of training and test identities, probe and gallery
images and attributes.

1) Market1501

The Market1501 [27] dataset contains 32,688 annotated
bounding boxes of 1,501 identities in total. A total of six
cameras are used to collect images. There are 12,936 images
of 751 identities in the training set and 19,732 images
of 750 identities in the testing set including 3,368 query
images and 19,732 gallery images. All the images are
detected by the Deformable Part Model instead of hand draw-
ing. Thus itis closer to the practical applications. The Market-
1501 dataset is annotated with 27 attributes such as gender,
hair length, age, carrying bag, sleeve length, and colors of
upper-body clothing and lower-body clothing. The training
and test sets are pre-split by the contributors of [27]. The test
set is evaluated with the Single-Query setting which means
we select only one of the query images each time and then
find the same person with the query image among the set of
gallery images.

2) DukeMTMC RelD

The DukeMTMC-relID [28] dataset is a subset of the
DukeMTMC for image-based re-identification. The origi-
nal dataset contains 85-minute high-resolution videos from
8 different cameras, and provides manually labeled bound-
ing boxes. It has the same form as Market1501. There are
36,411 bounding boxes in total, with 1,404 identities appear-
ing in more than two cameras and 408 identities (distractor
ID) appearing only in one camera. The training set contains
702 IDs and the testing set has 702 IDs. In the testing set,
one query image for each ID in each camera is selected
and the remaining images are put into the gallery. Eventu-
ally, it contains 16,522 training images from 702 people and
2,228 query images from another 702 people, and a search
gallery of 17,661 images. There are 23 classes of attributes
labelled for the DukeMTMC-relD dataset, such as shoes
type and color, wearing hat, carrying bag, carrying backpack,
carrying handbag. The training and test sets are pre-split by
the contributors of [28]. The test set is also evaluated with the
Single-Query setting.
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3) VIPeR

VIPeR [29] is featured with low resolution. Although it has
been tested by many researchers, it’s still one of the most
challenging datasets. It contains 632 identities and each has
two images captured from two viewpoints with distinct view
angles under varying illumination conditions. The images are
normalized to 128 x 48 pixels. The attributes of VIPeR are
annotated in the PETA [55] dataset. Each image is labeled
with 61 binary and 4 multi-class attributes, and we select
19 attributes that have more than 50 training images, such
as gender, hair length, carrying backpack, upper-body Tshirt,
lower-body Jeans, Shoes. All images are randomly divided
into two equal halves: one for training and the other for
testing. This is repeated for 10 times and the averaged perfor-
mance is reported. Here, we use the VIPeR data split provided
by [56]. The test set is evaluated with the Single-Query
setting.

4) EVALUATION METRICS

For the person RelD task, the Cumulative Matching Charac-
teristic (CMC) curve and the mean average precision (mAP)
are used for evaluation. The CMC curve shows the probability
that a query image appears in different-sized candidate lists.
For each query image, an algorithm will rank all the gallery
images according to their distances to the query image from
small to large, and the CMC Top-k accuracy is: Accy = 1
if Top-k ranked gallery images contain the query identity,
otherwise Accy = 0. The final CMC curve is computed by
averaging Accy over all the queries [57]. This measurement
means people care more about returning the ground truth
match in the top positions of the rank list. The mAP metric
is used to evaluate the overall performance. It is to measure
the recall of multiple ground truth matches, computed by first
computing the area under the Precision-Recall curve for each
query image, then calculating the mean of Average Precision
over all query images [27]. In the experiments, we use the
evaluation package publicly available in [27], [58].

For the attribute recognition task, we test the classification
accuracy for each attribute. The gallery images are used as
the testing set. When testing the attribute prediction, we omit
the distractor (background) and junks images, since they do
not have attribute labels. We report the independent accuracy
of all these attribute predictions and the averaged accuracy as
the overall attribute prediction accuracy.

C. COMPARATIVE STUDY

We compare our results against the state-of-the-art methods
on the Market-1501, DukeMTMC-relD and VIPeR datasets
with Single-Query setting. As shown in Tables 3 to 5,
we compare the proposed approach with a set of related,
top performing deep learning based ReID approaches. We
divide the related approaches into three parts: Verification
Mode (VM), Identification Mode (IM) and combination of
Identification Mode and Verification Mode (IM+VM). We
indicate the used labels of each work for training: “ID”
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TABLE 3. Experimental results(%) of the presented approach and other
comparisons on the Market-1501 dataset with single-query setting. The
CMC Top-1-5-10 and mAP accuracies are reported. The “IM” and “VM"”
denote identification mode and verification mode, respectively, and the
“ID"” and “Attr” denote using identity label and attribute label,
respectively. The “woRK"” means without using the Re-ranking [53]
algorithm. The accuracies of the best performing approaches are marked
in bold.

Methods Network mode Top-1 Top-5 Top-10 mAP
MultiRegion [59] Designed net VM+ID 66.4 850 902 412
DeepPartAR [60] GoogLeNet VM+ID 81.0 92.0 947 634
TriNet [36] ResNet-50 VM+ID 849 942 - 69.1
JLMultiLoss [61] ResNet-50 IM+ID 85.1 - - 65.5
CStyle [62] ResNet-50 IM+ID 89.5 - - 71.6
PartLoss [63] GoogLeNet IM+ID 88.2 - - 69.3
DPFL [64] Inception-V3 IM+ID 88.9 - - 73.1
GLAD [65] GoogLeNet IM+ID 89.9 - - 73.9
HA-CNN [66] Designed net IM+ID 91.2 - - 75.7
PCB-RPP [67] ResNet-50 IM+ID 93.8 - - 81.6
EBB [68] Designed net IM+ID 812 946 970 -

DSR [69] ResNet-50 IM+ID 83.6 - - 64.3
HydraPlus [50]  Designed net  IM+ID+Attr 769 913 945 -

APR [51] ResNet-50 IM+ID+Attr 87.0 95.1 964 669
AACN [37] GoogLeNet IM+VM+ID 88.7 - - 83.0
DLCE [38] ResNet-50 IM+VM+ID 79.5 - - 59.9
DTL [39] GoogLeNet IM+VM+ID 83.7 - - 65.6
Ours(woRK) ResNet-50 IM+VM+ID+Attr 92.7 968 98.1 81.5
Ours ResNet-50 IM+VM+ID+Attr 947 97.0 979 884

TABLE 4. Experimental results(%) of the presented approach and other
comparisons on the Duke-MTMC RelD dataset. The CMC Top-1 and mAP
accuracies are reported. The “woRK” means without using the
Re-ranking [53] algorithm. The accuracies of the best performing
approaches are marked in bold.

Methods Network mode Top-1 mAP

IM+ID 78.3 57.6

CStyle [62] ResNet-50

DPFL [64] Inception-V3 IM+ID 79.2 60.6
HA-CNN [66] Designed net IM+ID 80.5 63.8
PCB-RPP [67] ResNet-50 IM+ID 82.9 68.5
APR [51] ResNet-50 IM+ID+Attr 73.9 55.6
Ours(woRK) ResNet-50 IM+VM+ID+Attr 83.1 80.2
Ours ResNet-50 IM+VM+ID+Attr 85.6 85.8

and “Attr”’ denote using identity labels and attribute labels,
respectively. We also include the used network backbone of
each approach in the table. Most methods such as TriNet,
CStyle, PCB-RPP, DSR and APR use the similar backbone
network of ResNet-50 with our network.

On the Market-1501 dataset, APR (IM+ID+Attr) uses
identification mode and employs both identity and attribute
labels, and it achieves 87.0% Top-1, 95.1% Top-5, 96.4%
Top-10 and 66.9% mAP. AACN (IM+VM+ID) combines
identification mode and verification mode, and achieves
88.7% Top-1 and 83.0% mAP. In contrast, Our work
(IM+VM+ID+Attr) combines the Identification Mode and
Verification Mode with both identity and attribute labels, and
Ours(woRK) increases Top-1 to 92.7%, Top-5 to 96.8%, Top-
10 to 98.1%, and mAP to 81.5%. Furthermore, combined
with the Re-ranking algorithm, our method obtains the best
accuracy on Top-1 94.7%, Top-5 97.0%, and mAP 88.4%.

On DukeMTMC-reID, PCB-RPP (IM+ID) achieves
68.5% mAP and 82.9% for Top-1 accuracy, and APR
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TABLE 5. Experimental results(%) of the presented approach and other
comparisons on the VIPeR [29] dataset. The CMC Top-1-5-10 and mAP
accuracies are reported. The accuracies of the best performing
approaches are marked in bold.

Methods Network mode Top-1 Top-5 Top-10 mAP
Quadruplet [70] Designed net VM+ID 49.1 73.1 82.0 -
SiaLSTM [35] Designed net VM+ID 424 687 794 479
Gated S-CNN [71] Designed net VM+ID 37.8 669 774 -
DeepRank [72] AlexNet VM+ID 384 692 813
ImpTrpLoss [21]  Designed net VM+ID 478 744 848
JLMultiLoss [61]  ResNet-50 IM+ID 502 742 843 -
PCB-RPP [67] ResNet-50 IM+ID 38.1 532 593 454
PPA [73] Resnet-50 IM+ID 45.1 65.1 727 545
MTDnet [74] AlexNet IM+VM+ID 475 731 826 -
AlignedRelD [75]  Resnet-50 IM+VM+ID 428 637 736 530
Ours ResNet-50 IM+VM+ID+Attr 51.6 76.0 87.0 573

(IM+ID+Attr) obtains 55.6% mAP an 73.9% Top-1. Our
method (IM+VM+ID+Attr) without using Re-ranking
increases mAP to 80.2% and Top-1 to 83.1%. Our full model
with Re-ranking obtains the best accuracy on mAP 85.8%
and Top-1 85.6%. The results show that our method could
discover more discriminative representation from both image
features and mid-level attributes with joint identification and
verification supervision.

On the VIPeR dataset, JLMultiLoss (IM+ID) adopts
the identification mode with the person identity infor-
mation, and it achieves 50.2% Top-1, 74.2% Top-5 and
84.3% Top-10. AlignedRelD (IM+VM+ID) combines the
identification mode and verification mode to address the
person RelD problem and achieves 42.8% Top-1, 63.7%
Top-5, 73.6% Top-10 and 53.0% mAP. In contrast, our
method (IM+VM+ID+Attr) obtains the best performance
on all metrics: Top-1 51.6%, Top-5 76.0%, Top-10 87.0%
and mAP 57.3%, as our method takes advantage of both
multi-class identification and binary verification supervision
signals to simultaneously learn an attribute-semantic and
identity-discriminative features.

D. RESULTS ON PERSON ATTRIBUTE RECOGNITION

We test person attribute recognition on the galleries of the
Market-1501 and DukeMTMC-relD datasets in Table 6 and
Table 7, respectively.

By comparing the results of the state-of-the-art approaches,
APR and ARN in [51], the proposed approach achieves
the best attribute recognition accuracy in overall. The
improvements in average are 1.15% and 5.40% on Market-
1501 and DukeMTMC-relD, respectively. Our approach per-
forms favorably against the other methods in the recognition
of color of upper-body clothing and color of lower-body
clothing: on the Market-1501 dataset, the improvements are
27.84% and 28.3%, respectively; on the DukeMTMC-relD
dataset, the improvements are 33.48% and 24.26%, respec-
tively. In our approach, the integration of identity recogni-
tion and identity verification introduce some complementary
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TABLE 6. Attribute recognition accuracy on the Market-1501 dataset. “L.slv”, “L.low", “S.cIth”, “C.up” and “C.low” denote length of sleeve, length of
lower-body clothing, style of clothing, color of upper-body clothing and color of lower-body clothing, respectively. The best values are highlighted in bold.

Methods gender age hair Lslv Llow S.clth  backpack  handbag bag hat Cup Clow  average
ARN [51] 87.5 85.8 842 93.5 93.6 93.6 86.6 88.1 786 970 724 71.7 86.0
APR [51] 88.9 88.6 844 93.6 93.7 92.8 84.9 90.4 764 97.1 74.0 73.8 86.6
Ours 84.5 91.6 849 78.3 84.7 80.9 86.7 92.3 80.2 97.6 94.6 94.7 87.6

TABLE 7. Attribute recognition accuracy on the DukeMTMC-relD dataset. “L.up”, “C.shoes”, “C.up” and “C.low” denote length of sleeve, color of shoes,
color of upper-body clothing and color of lower-body clothing, respectively. The best values are highlighted in bold.

Methods gender hat boots L.up  backpack  handbag bag C.shoes Cup  Clow  average
ARN [51] 82.0 85.5 88.3 86.2 71.5 92.3 82.2 87.6 73.4 68.3 823
APR [51] 84.2 87.6 87.5 88.4 75.8 93.4 82.9 89.7 74.2 69.9 83.4
Ours 854 89.3 88.6 86.6 76.7 93.6 82.0 91.6 92.2 93.3 87.9

information which is helpful for learning a more discrimina-
tive attribute model.

We also observe that the recognition rate of some attributes
decreases for our approach, such as length of lower-body
clothing and style of clothing in Market-1501, and back-
pack and bag in DukeMTMC-reID. The reason is that our
model is optimized for re-ID, some ambiguous images of
certain attributes may be incorrectly predicted. Nevertheless,
the improvement on the two datasets is still encouraging.

E. ABLATION STUDY

Our person re-identification approach learns the discrimina-
tive features with the joint verification and identification of
person labels and attributes. We conduct an ablation study to
demonstrate the effectiveness of individual modules in our
approach by removing modules.

1) Ours-wolD: without person identification loss L;z;

2) Ours-woAttr: without attribute identification loss Ly ;

3) Ours-woIM: without identification mode, i.e. without

L and Lig;

4) Ours-woVM: without verification mode, i.e. without

batch hard triplet loss Lyip—ph-

To eliminate the effect of post-processing on accuracy, all
experiments are conducted without Re-ranking on Market-
1501 with the metrics of mAP and Top-1-5-10.

Effectiveness of identity recognition. To evaluate the
effectiveness of identity recognition, we compare our model
with Ours-wolD model (without the supervision of identity
labels) while keeping all other factors are the same. Table 8
shows the performance of Ours-wolD decreases in all metric
terms of Person RelD. For example, Top-1 and mAP of
Ours-wolD drop from 92.7% to 82.3% and 81.5% to 62.8%,
respectively. The results show that with the help of joint
identification of identity and attribute labels, the proposed
method improves the re-identification accuracy.

Effectiveness of attribute recognition. To evaluate the
effectiveness of attribute recognition, we compare our full
model with Ours-woAttr (without the supervision of attribute
labels) model. As shown in Table 8, Ours-woAttr model
without attribute recognition has lower performance in all
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TABLE 8. Ablation study on the Market-1501 dataset. All experiments are
conducted without Re-ranking. The best values are highlighted in bold.

Methods Top-1 Top-5 Top-10 mAP
Ours-wolD 823 91.7 94.7 62.8
Ours-woAttr 91.5 96.7 98.0 77.8
Ours-wolM 80.1 91.5 94.6 61.0
Ours-woVM 88.7 95.7 97.2 714
Ours 92.7 96.8 98.1 81.5

metric terms. Specifically, Ours-woAttr decreases mAP to
77.8% and Top-1 to 91.5%. The results show that our pre-
sented approach with the attribute recognition could improve
the final person re-identification performance.

Effectiveness of identification mode. To evaluate the
Effectiveness of identification mode, Ours-woIM model just
adopts the verification supervision, i.e. the loss function
just employs the batch hard triplet loss function. Table 8
shows that without help of identification supervision signal,
Ours-wolM model achieves the lowest performance in all
metric terms. For example, the mAP of Ours-woIM drops to
61.0% and Top-1 to 80.1%, which shows the identification
mode is critical for person re-identification performance.

Effectiveness of verification mode. To evaluate the effec-
tiveness of verification mode, we compare our model with
Ours-woVM model. Table 8 shows that without verifica-
tion mode, the mAP of Ours-woVM model drops to 71.4%,
which shows verification mode is also critical for person
re-identification performance.

Our findings are the following: (i) Ours-wolM achieves
the lowest performance in Table 8, which shows the Identi-
fication mode is the most important component for person
RelD. The conclusion is consistent with the results in Table 3
where methods of IM (e.g. PCB-RPP) have higher mAP
and Top-1 accuracy than those of VM (e.g. TriNet). (ii) The
performance of our model goes down obviously when remov-
ing any individual modules. In other words, our methods
of joint identity-attribute learning with simultaneous veri-
fication and identification supervision can improve person
re-identification performance.
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F. QUALITATIVE RESULTS

We present sample ranking results in the Market-1501 dataset
to show the performance of the method in effective retrieval,
as well as show the false positive retrieval results as presented
in Figure 3. It can be seen from the ranking results that the
proposed method has a good retrieval ability and achieves
a higher retrieval rate of true positive matches than that of
false positives. We can also see that, our approach can retrieve
persons with poses significantly different from poses of query
images. For example, in the first row of Figure 3, although
the give query image is the front of the person, our Top-
10 ranking images include diversified poses of the same
person, which shows the robustness of our model.

In addition, we present the qualitative results of attributes
recognition performed on the attributes datasets in Fig. 4.
We can see that the model suffers when predicting attributes
related to objects carried by the pedestrian, such as bag and
backpack, and are found to be challenging to infer correctly
due to the occlusion by pedestrian.

FIGURE 3. Example query images and their ranking lists for our method
on Market-1501. Images in the first left column are query images, and the
right 10 images are ranking results. Green boundary is added to the true
positive and red to false positive.

Teenager-0.99

L | Female-0.76

Long hair-0.64
Short sleeve-0.95
Pants-0.99

No hat-0.82
Backpack-0.51
No handbag-0.98
Upwhite-0.95
Downblack-0.51

Teenager-1.00
Female-1.00
Long hair-0.90
Short sleeve-1.00
Pants-0.98

No hat-0.83

Backpack-0.88

Bag-0.44

Upwhite-0.98
Downgreen-0.19

FIGURE 4. Examples for person attribute recognition. The two tables
show the predicted attributes and the classification scores. Red bounding
boxes indicate incorrect predictions.

V. CONCLUSION

In this paper, we present a multi-task deep learning architec-
ture that makes joint use of person identification, attribute
identification and person verification in one unified deep
learning network to learn discriminative features for person
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re-identification. The identification supervisory signal pulls
apart the deep network features of different identities; the
person verification signal requires that deep network feature
vectors from the same identity are close to each other while
those extracted from different identities are kept away; and
the identity labels provide high-level classes of person images
while human attributes provide mid-level semantic informa-
tion. Through fusion of with the identification and verifica-
tion supervision and complementary information of attribute
and identity labels, our model achieves competitive accu-
racy to several state-of-the-art methods on two person RelD
datasets. We will exploit the constraints between attributes
(e.g. dress is more likely related to female) to improve person
re-identification performance.
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