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ABSTRACT The traditional 2D panoramic view has the problem of small imaging range, low utilization
of original image and serious stretching of the foreground. This paper designs a 3D panoramic viewing
system. The real-time performance of the panoramic system requires a large number of parallel image
transformations. The general-purpose processor CPU is incapable. This paper designs an embedded GPU
solution. The core computing module is based on NXP’s i.MX6Q application processor and builds an
embedded Linux system. Using V4L2 to capture images to reduce memory and CPU usage, and use OpenGL
ES shaders to process image transformations in parallel at high speed. Because it is in a 3D environment, it is
impossible to cover all images through a still viewpoint like a 2D look-around. In order to roam the 3D scene,
this paper proposes to design a virtual camera system. Using the virtual camera to roam the 3D environment,
realize the virtual viewpoint in the 3D scene, traverse each scene in the grid, eliminate the dead angle of the
field of view, and finally realize the 3D panoramic view, and verified on the embedded hardware platform,
which can clearly roam every image on the surface. And recorded the video of 3-D looping. Experiments
show that the 3D panoramic viewing system proposed in this paper has excellent performance and good
effects. It has a good real-time performance on the image display, and the response speed is increased by
5%. The main operation is undertaken by the GPU and only takes a small number of CPU resources. The

proposed virtual camera system can better realize the 3D panoramic view.

INDEX TERMS Embedded GPU, Linux, OpenGL ES, virtual camera, 3D panoramic view.

I. INTRODUCTION
The increase in the number of cars has brought about frequent
traffic accidents, and the safety of automobiles has received
more and more attention. From the initial ultrasound-based
reversing radar [1] to the current camera-based reversing
imaging system [2], all of them protect the safety of vehicles.
However, these technologies can only monitor a limited area
at the rear of the vehicle, and the blind areas on the left
and right sides of the vehicle head increase the safety hazard
of the vehicle. Therefore, research on the panoramic view
system of automobiles has important practical significance
for eliminating car blind spots and improving driving safety.
The automobile panoramic viewing system is to install
several cameras around the automobile body to collect the
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image information around the automobile body, transform
the collected image into a top view through image process-
ing method, and finally stitch the top view image into a
panoramic top view to display on the display, displaying the
driving environment image to the driver in real-time. With
the help of four or six cameras mounted around the car
body, the third-person perspective of the car body is provided,
so that the driver can observe every corner around the car
body, eliminate blind areas and avoid the collision. This can
provide more intuitive driving environment information for
the driver, and reduce traffic accidents caused by blind areas
of the driver’s vision, especially. Provide the driver with
reliable blind area display assistant function in the bad driving
environment [3].

The original research of the panoramic view system mainly
focused on the 2D look-around solution, which can seam-
lessly connect the captured images through image correction

VOLUME 7, 2019


https://orcid.org/0000-0003-3985-0726
https://orcid.org/0000-0003-1851-6075

H. Meng et al.: Embedded GPU 3D Panoramic Viewing System Based on Virtual Camera Roaming 3D Environment

IEEE Access

by multiple cameras. At the same time, the brightness and
color of different cameras are adjusted to make the synthe-
sized panoramic view look more coordinated However, there
are some defects in 2D panoramic looping, such as small
imaging range, low utilization of the original image, and
serious stretching of the vision, which will make the object
in the looping image distort and confuse people [4].In the
current 2D viewing, only the portion of the fisheye image that
is closer to the carrier is used, that is, the final viewing image
can only display the situation near the carrier, and the original
image information cannot be fully utilized.

At present, the panoramic viewing system has been fully
developed in the direction of 3D. TT’s 3D panoramic viewing
solution enables images to be processed in real-time [5],
using a lookup table generated by geometric correction
parameters to simultaneously map input images to output
images using DSP and DMA techniques. Finally, the 3D
look-around is generated by the GPU. When the input res-
olution is 720p (1280 720) and the output resolution is
880° 1080, the frame rate can reach 30fps. Since it is in
a 3D environment, it is impossible to cover all images
through a still viewpoint like 2D look-around. There is a
dead angle and it is impossible to roam every image on the
surface. It is increasingly important to use a virtual cam-
era to roam a 3D environment. X Sun presented a novel
paradigm for participatory design of 3D virtual scenes on
mobile devices [6]. Z Duan uses Shanghai Technician School
as the object of the 3D virtual roaming system and builds
a completely immersive campus roaming system with 3Ds
Max and Quest 3D platforms as development tools [7]. The
360-degree intelligent panoramic parking guidance system
developed by Delphi China Research and Development Cen-
ter can provide almost omni-directional three-dimensional
images, has touch function, and can be operated by finger
touch, regardless of the angle the driver wants to see, he can
freely choose [8]. However, the price of the system is too
high to be popularized and can only be applied to high-end
vehicles.

This paper designs the hardware and software platform
of the panoramic vision system by analyzing the demand
of the panoramic viewing system of the car and combining
the image processing simulation research. To cover the scene
around the carrier with the minimum number of cameras, four
fisheye cameras are selected to be placed in the front, rear,
left and right positions of the carrier to take pictures. The
image processing part of the real-time display is carried out
on GPU, and the programming interface of GPU is OpenGL
ES (OpenGL for Embedded Systems) [9]. The real-time per-
formance of the panoramic system requires a large number
of parallel image transformations. The general-purpose pro-
cessor CPU is incapable. This paper designs an embedded
GPU solution. The core computing module is based on NXP’s
1.MX6Q application processor and builds an embedded Linux
system. In the process of image transformation, in order to
realize the real-time display of a panoramic view, this paper
uses V4L2 (Video for Linux 2) [10] to interact with the
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FIGURE 1. The panoramic abstract view.

underlying layer of the camera. Linux uses V4L2 as the
driving framework for video and audio capture devices and
unifies the interface functions of the driver and user lay-
ers [11] to reduce memory and CPU usage. And uses OpenGL
ES shaders to process image transformations in parallel
at high speed. A 3D bowl mesh model is created by 3ds
Max [12], [13], and the 2D image is restored to a 3D scene
and imported into OpenGL for pseudo 3D reconstruction.
In the 3D environment, it is impossible to cover all images
through a still viewpoint like a 2D look-around. In order to
roam the 3D scene, this paper proposes to introduce a virtual
camera system. The virtual camera is used to roam the 3D
environment to realize the virtual viewpoint in the three-
dimensional scene, traverse each scene in the grid, eliminate
the dead angle of the field of view, and finally realize the
3D panoramic view, which overcomes the defect of 2D look-
around. And verified on the embedded hardware platform,
able to clearly roam every image on the surface. Experi-
ments show that the embedded GPU 3D panoramic viewing
system proposed in this paper has excellent performance
and good effects. It has a good real-time performance on
the image display. The main operation is undertaken by the
GPU and only takes up a small number of CPU resources.
The paper is organized as follows. Section II designs the
3D panoramic view system, including the design of the
panoramic system frame, the 3D look-around image trans-
formation, and modeling loading, and the part of the virtual
camera designed to roam the 3D environment. Section III is
the experimental part. The corresponding experiments and
results have specific descriptions in the second and third
parts. Firstly, the fisheye camera is corrected, and then the
3D surround system proposed in this paper is implemented
on the embedded device. Finally, we conclude the paper in
the section IV.

Il. DESIGN OF 3D PANORAMIC SCANNING SYSTEM

A. FRAMEWORK DESIGN OF THE PANORAMIC SYSTEM
The composition of the panoramic view system can be highly
abstracted into two parts: image acquisition and image pro-
cessing. As shown in Figure 1, the hardware and software
design of this chapter will focus on these two parts.

The overall hardware and software framework of this paper
is shown in Figure 2. The hardware layer of image acquisition
is the TW6865[14] acquisition chip, which supports up to
4 channels of image acquisition. The operating system layer is
the Linux system built by yocto [15] and the TW6865 driver
in the kernel. The software interface layer mainly contains
the Qt graphics interface library and V4L2 image. Collec-
tion library, OpenCV [16] image processing library, and
OpenGL ES.
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FIGURE 3. The hardware framework.

The structure diagram of the whole hardware system is
shown in Figure 3. Firstly, the fisheye image of the 4-way
NTSC system is transmitted to the video acquisition board,
and the analog signal is decoded and encoded into digital
signals, which constitute the image acquisition part, and then
it is transmitted to the core computing module through the
PCIE interface, which is responsible for the image processing
part, and finally the image is processed and displayed on the
screen.

The real-time performance of the panoramic view system
requires a large number of parallel image transformations,
and the general-purpose processor CPU is incapable. The
embedded GPU scheme is designed in this paper. The core
computing module is based on .MX6Q application processor
of the NXP company.

The program flow of the view system is shown in Figure 4.
Image acquisition and processing can be divided into two
parts: calibration and real-time display. The purpose of cal-
ibration is to obtain the parameters for transformation, and
real-time performance is not required, so image acquisition
is done by OpenCV. After the transformation parameters are
obtained, they are processed by the real-time display part.
The image acquisition here is accomplished by V412, and the
GPU programming interface is OpenGL ES, which is used
for image transformation operation of the panoramic viewing
system. The embedded Linux systems run by this software
are constructed by Yocto and the graphic interactive interface

in Qt.

130158

Qt Interactive

interface

Image

acquisition

Camera
internal
parameter
of
distortion

fisheye lens
camera

calibration

5 Camera
Camera

Xtrinsi
parameter ¥| G

o rameter:
calibration P EEI

Part of calibration Part of 1-time display

The Yocto embedded system

FIGURE 4. The software system flow.

viewpoint

Imaging plane
O

NSO
N

Size of 2D Panoramic Scanning
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FIGURE 6. 2D looking around stretch.

B. 3D LOOK-AROUND IMAGE TRANSFORMATION AND
MODELING
There are some defects in the 2D panoramic view. The higher
the object is from the ground and the farther away from the
camera, the more serious the stretching of the mosaic image
is compared with the image on the imaging plane, the process
is shown in Figure 5. This will deform the object in the loop
image. The actual effect of this paper is shown in Figure 6.
To solve this problem, the pseudo 3D reconstruction
was used in this article, which artificially assumes that the
surrounding environment of the carrier is a bowl-shaped
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FIGURE 7. 3D panoramic scene.

structure, and projects the fisheye image onto the 3D bowl-
shaped surface [17], which can be implemented on embedded
devices with limited performance.

The virtual scene side view of 3D panoramic view is shown
in Figure 7. The bowl-shaped surface mainly consists of two
parts. The nearest surface to the carrier is the plane and the
farther away is the surface [18]. The close object is projected
onto the plane, and the distant object is projected onto the
surface, which effectively eliminates the stretching problem
in 2D looping.

Taking point 77 (x, y, z) of the forward-looking part of the
surface as an example to explain how to find the points in the
corresponding source graph by reverse mapping [19].Known
internal reference My, distortion coefficient Ky, homogra-
phy matrix. Because now is the transformation from three-
dimensional point to two-dimensional point, it is necessary
to re-calculate homography matrix, so that the homography
matrix is H3s, and the corresponding point in the final source
map is pg, the calculation process is as shown in equation (1).

Xy )yc
Pu=|yul|, 7= . . Hy =My - [Ry Ty |
1
1

ru = /X2 +y2

@ = arctanr,

ra=K-[6 63 0 o 0]
rd

Pd = — Pu
Ty

Ky = [ko ki ky k3 k4] (1)

Then interpolate p;. The position of coefficients on the
mixing table corresponds to the (x, y) coordinates of 7ty It can
be regarded as an orthophoto projection. Finally, the pixel
value of 7 can be obtained.

The bowl-shaped surface is composed of plane and bend-
ing parts. But in practice, to use OpenGL, it is necessary to
transform continuous surface into discrete points and to string
these points orderly by index. This paper uses professional 3D
modeling software 3ds Max to model the surface.

The brief steps are as follows:

1) Draw a two-segment polyline in the left view of 3DS
Max, with a total of three endpoints, and activate the vertex
option.
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FIGURE 8. The data structure of the model.

2) Select the second endpoint, Bessel, and then convert it
to the Bessel angle. Drag the next vertex vertically down to
align horizontally with the vertex at the bottom of the broken
line.

3) Select the bottom end of the broken line, Bessel, and then
convert to Bessel angle, dragging horizontally to the right to
a suitable position.

4) By adding a lathe object to the adjustment list, a bowl-
shaped surface can be formed, and the Segments variable can
control the number of vertices.

With the model, it also needs to be imported into OpenGL.
The model loading library selected in this paper is Assimp
(Open Asset Import Library), which can import dozens of
different formats of model files. Once the model file is loaded
by Assimp, the model data needed in this paper can be
obtained from the Assimp object. It can transform the model
files from different software into a unified data structure,
which unifies the access mode of the program [20], [21].
When importing a model file, that is, when Assimp loads a
whole file containing all model and scene data into a scene
object, Assimp generates a corresponding data structure for
all scene nodes and model nodes in the file, and the elements
in the scene correspond to the model data. A simple model
data structure generated by Assimp is shown in Figure 8.

C. VIRTUAL CAMERA ROAMING 3D ENVIRONMENT

Now in the 3D environment, it is impossible to cover all
images through a static point of view like 2D looping, so this
paper designs a virtual camera, which can roam every image
on the surface. Before defining a camera, it needs its position
in the world space, the direction of observation, a vector
pointing to its right side and a vector pointing to its upper side.
This actually creates three mutually perpendicular coordinate
systems with the camera’s position as the origin, which is
called the camera’s observation space [22]-[24].

The position of the camera is well understood. Simply
speaking, the coordinates of the camera in the world coor-
dinate system, as shown in Figure 9a), mark it P.

The next thing needs to be defined is the camera’s direction
vector, where the camera is pointing. Now let the camera
point to the origin of the world coordinate system, and sub-
tract the camera position from the original coordinates to
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FIGURE 9. System of an aerial camera.

be the camera’s pointing vector. In this paper, the direction
vector is defined opposite to the direction vector. The purpose
is to describe the projection of an external object onto the
camera plane, and define this vector as the z-axis positive
direction of the camera, as shown in Figure 9b), define
it as D.

Then a right vector is needed, which represents the pos-
itive x-axis of the camera space. Define the upper vector
in a world coordinate system firstly, then cross-multiply the
upper vector and the direction vector, and the result will be
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FIGURE 10. Euler angle.

perpendicular to the two vectors at the same time, this is the
right vector, as shown in Figure 9¢), which is defined as R.
The final y-axis direction of the camera is obtained by
cross-multiplying the right and direction vectors, as shown
in Figure 9d). The above derivation is shown in equation (2).

. 0-P
D=——
|P|
R=[0 1 0]"xD
U=DxR ()

An observation matrix needs to be defined next, multiply it
by any vector, and transform it into the coordinate space of the
camera. As shown in equation (3), it is created by three axes
plus a translation vector. Note that the position is negative,
because this article expects the world to move in the opposite
direction to its own. This observation matrix can effectively
transform the world coordinates into the observation space
just defined.

LookAt
R R, R, O 1 0 0 —P,
_ uc. U, U; 0 0 1 0 =Py 3)
D, Dy, D, O 0O 0 1 =P,
0 0 0 1 0O 0 O 1

The movement of the camera can be achieved by making
an offset along each axis of the camera The movement of the
camera can be achieved by making an offset along each axis
of the camera position, so that the offset unit is b, as shown
in equation (4).

-

P=P+b-D
P=P+b-R “)

Now it is necessary to make the virtual camera move the
angle of view, which is to change the direction vector of the
camera according to the output. This involves the Euler angle
which represents arbitrary rotation in 3D space [25], [26].
It consists of three values, Pitch, Yaw and Roll, as shown
in Figure 10.

Pitch angle is the angle describing how to look up and
down, yaw angle is the degree of looking left and right, roll
angle is how to roll the camera. Combining these three angles,
any rotation vector in 3D space can be calculated. In this
virtual camera system, only the pitch angle and yaw angle
are concerned in this paper, and the roll angle is not involved.
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FIGURE 12. Yaw angle.

Given a pitch and yaw angle, they can be converted into a 3D
vector representing the new direction vector.

Assuming that the angle of view looks to the y-axis on the
xz plane, the components in each direction can be calculated
based on a triangle, as shown in Figure 11, the components
in the y direction are sin pitch and the components in the xz
direction are cos pitch.

The calculation of the yaw angle is the same as that of
pitch angle. The component of direction x is cos yaw, and the
component of direction z is sinyaw. In summary, the final
result is summed up as equation (5), as shown in Figure 12.

X4 = cos pitch - cos yaw
Y4 = sinpitch

Z4 = cos pitch - sinyaw (%)

With these formulas, this paper can use these two angles
to change the orientation of the camera. Define the offset of
the elevation angle is m and the offset of the yaw angle is n.
At the same time, to limit the elevation angle of the camera,
it must be changed in the range of -90 and 90 degrees, so as to
ensure that the virtual camera can only see the sky or the foot.
The direction vector of the camera is shown in equation (6).

yaw = yaw +n
pitch = pitch 4+ m, pitch € (—90°, 90°)
cos pitch - cos yaw

D ‘13‘ - sin pitch (6)
cos pitch - sin yaw

The next step is to give the virtual camera an additional
function to achieve zooming, which is changed by changing
the visual angle of the virtual camera. As shown in Figure 13,
the size of the imaging plane remains unchanged. When the
visual angle is reduced, a smaller area of the scene is projected
onto the imaging plane, which results in the effect of zooming
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out, whereas when the visual angle is increased, the image is
reduced. The comfortable visual angle of human eyes is about
60 degrees, and the virtual visual angle range defined in this
paper is 45 degrees to 145 degrees.

Now it is possible to define the projection matrix of the
virtual camera and project the point in the camera coordinate
system onto the image plane. The imaging structure of the
virtual camera is shown in Figure 14. The projection matrix
is to project the points between the imaging plane and the
farthest perspective onto the image plane.

The lateral view and emmetropic view of the imaging
structure are shown in Figure 15.

Define the distance from the imaging plane to the lens as
n, the distance from the perspective plane to the lens as f,
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FIGURE 16. 8 x 5 chessboard.

the angle of view as fov, the coordinates of the upper right
corner of the imaging plane as (r, t, n), the lower left corner
as (I, b, n), the width as w, the height as A, the point between
the imaging plane and the perspective plane is P, the imaging
point is P’. The relationship between P and P’, and the range
of P is shown in equation (7).

/ n
P =-P
Z
n<z<f
fov
—ztanT <y <cztan—
_ﬂtan‘fo_vs_xfﬂtn@
h 2 2
’ ’ ’ T T
P:[x y n] ,PZ[X y Z] 7

In this paper, a virtual camera class is encapsulated with
c++. The membership attributes and basic algorithms of
the virtual camera refer to bowl modeling. The scope of
formula (7) needs to be regulated to —1~1, which is realized
by the perspective function in QMatrix 4 x 4 class. In this
case, the virtual camera is required only to be able to turn
and zoom, and the offset value here is obtained by the gesture
input value of the touch screen.

Ill. EXPERIMENTS AND RESULTS

A. FISHEYE CAMERA CORRECTION

The picture of the camera needs to be captured firstly. The
Linux kernel provides driver support for TW6865 chips, and
abstracts four cameras into character devices, which are pre-
sented in the ““/dev”’ directory under the name of ““video0’ ~
“video3”. In OpenCV, only the VideoCapture class is called
to open the camera object to read the picture, and the resolu-
tion of the picture is set to 720 x 480 in advance. Then set
the parameters of the checkerboard. The checkerboard used
in this paper is shown in Figure 16. Locate the corners in the
checkerboard as shown in Figure 17. The number of corners
is 8_5 and the size of the square is 30 mm. To improve the
accuracy of calibration, 20 checkerboard pictures are needed.
The flow chart of the internal parameter calibration program
in this paper is shown in Figure 18.

The checkerboard corner recognition algorithm is realized
by using the findChessboard Corners function encapsulated
in OpenCV. If the recognition is successful, the position
of the corner in the picture will be marked. Then take a
picture of the checkerboard from different angles and col-
lect 20 pieces. Next, the fisheye:: calibrate function is used
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FIGURE 18. The flowchart of camera internal reference calibrated.

to extract the internal parameters, external parameters and
distortion parameters of the fisheye camera. If successful,
the fisheye:: initUndistortRectifyMap function will be called
first to generate a lookup table using the above parameters,
and then the remap function will be called to correct the
image using the table and show it out. The remap function
comes with bilinear interpolation. If the error is appropriate,
the camera parameters can be saved. The interface of the cali-
bration program designed in this paper is shown in Figure 19.
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MainWindow - [Preview]

FIGURE 19. Camera correction interface.

TABLE 1. Calibration results of fisheye camera.

252.228048 0 343.175729
My = 0 216.266756 244.104780
0 0 1

Kr = [-0.032284 —0.003159 0.004117 —0.002268]

E; =0.21

250.390839 0 354.727356

M, = 0 215471664 251.633865
0 0 1

K, = [-0.042230 —0.032477 0.078630 —0.043406]

E, =034

235.988690 0 361.665318

M, = 0 206.590978 259.955237
0 0 1

K, = [-0.006227 0.013107 —0.017921 0.004272]

E, =028

256.347095 0 357.178065

M, = 0 221247667 243.854762
0 0 1

K, = [-0.085608 0.060236 —0.033393 0.003373]
E, =041

The internal parameters, distortion parameters and errors
of the four fisheye cameras calibrated in this paper are shown
in Table 1. My, Ky and Ef are internal parameters, distortion
coefficients and errors of forward-looking cameras, M;, K;
and E; are left-looking camera parameters, My, K, and E)
are rear-looking camera parameters, M., K, and E, are right-
looking camera parameters.

The image before and after the pair of corrections is shown
in Figure 20. The reduced image after correction is partly due
to the backward mapping used in image transformation, and
the 720 x 480 resolution of the corrected image will shrink
after distortion.
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FIGURE 22. Bowl grid.

At the same time, it can be observed that the edge of the
corrected image will be stretched, which is caused by the
large angle of view. The process is shown in Figure 21, which
is a normal phenomenon.

B. IMPLEMENTATION OF 3D CIRCUMVISION BASED ON
OPENGL
In this paper, V4L2 is used to take charge of image acquisition
in image transformation, and it is encapsulated into a class by
C++.

The basic functions are as follows:

1) Open the device file. int fd = open(’’/dev/video0”,
O_RDWR)

2) Query the format supported by the device and complete
it with the VIDIOC_QUERYCAP command.

3) Set the video frame format, pixel format (RGB565\
YUYV\UY VY, etc.), resolution, scan order.

4) Request a frame buffer from the driver, command
VIDIOC_REQBUFS.
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FIGURE 23. Homography matrix extraction flow chart.

5) The frame buffer area is mapped to user space instead
of replication to reduce memory and CPU usage.

6) Enter all frame buffers to store the data collected later.

7) Start video acquisition, command VIDIOC_
STREAMON.

8) Buffer the captured video frames out of the queue,
command VIDIOC_DQBUF.

FIGURE 24. Calibration map.

9) After processing the frame buffer, re-entry and cyclic
acquisition are performed, command VIDIOC_QBUF.

10) Stop video capture, command VIDIOC_STREAMOFF.

11) Close the video device, function close.

The modeling effect of the bowl surface using 3dmax is
shown in Figure 22. The model is also divided into four sec-
tions, corresponding to the front, rear, left and right cameras.

In this paper, the bowl model is exported to obj format file
by 3ds Max, and then imported into the program by Assimp,
which is used as VAO object for OpenGL.

The homography matrix in 3D looping is different from
that in 2D looping. The homography matrix in 2D looping
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FIGURE 25. 3D the flow chart of Surround view.

VOLUME 7, 2019



H. Meng et al.: Embedded GPU 3D Panoramic Viewing System Based on Virtual Camera Roaming 3D Environment

IEEE Access

c)Left view

FIGURE 26. 3D surround view effect.

TABLE 2. Homography matrix for 3D circumferential view.

0.998688 —0.044495 —0.025354 0.046824
Hzp =[-0.048127 —0.646208 —0.761642 0.616983

0.017506  0.761863 —0.647501 0.200464
—0.061939 0.998078 —0.002096 —0.007226]

Hz =1 0.998018  0.061911 —0.011292 0.226193
—0.011141 -0.002791 -0.999934 0.618810 |
[-0.999113 —0.037253 0.019656 —0.029931

H;, =1-0.041007 0.753657 —0.655987 0.551392
L 0.009624 —0.656211 —0.754516 0.216988
0.074644 —0.997150 —0.010940 —0.025741

H; =1-0.997002 —0.074400 —0.021263 0.206539
0.020389  0.012494 —0.999714 0.632498

deals with the transformation between two-dimensional
planes, while the homography matrix in 3D looping deals
with the transformation from three-dimensional points to
two-dimensional planes. The calibration flow of the matrix
is shown in Figure 23. In this paper, based on a special
calibration plate, the coordinates of the feature points of the
calibration plate are changed from two-dimensional to three-
dimensional, and the positional proportion of the feature
points on the calibration plate is known, as shown in Fig-
ure 24. Assume that the plane z-axis of the calibration plate
in Figure 24 is 0, combined with the two-dimensional coor-
dinates in the image, and finally, the homography matrix is
obtained by the solvePnP function in OpenCV [27], front
view, left view, and rear view. And the right-view homogra-
phy matrix results are shown in Table 2.
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d)Right view

Then the V4L2 images and image fusion images are
imported into GPU memory as textures. In order to reduce
memory and CPU usage, the OpenGL extension function
glTexDirectVIV is used to map the image memory area
directly into GPU memory without any memory copy. And
then the camera internal parameters, distortion parameters,
bowl model and 3 x4 homography matrix are imported into
the fragment shader as uniform variables. Formula (1) is also
compiled in the fragment shader to realize image transforma-
tion. The virtual camera system is introduced, which essen-
tially brings a 4 x4-projection matrix to transform objects in
the world coordinate system into the standardized space of
the virtual camera. The process is computed by the vertex
shader.

Because there are four cameras, the program will create
four threads responsible for each 30ms of image acquisition
and transformation, in order to achieve a parallel effect. The
final process of the program is shown in Figure 25, and the
substantiation effect is shown in Figure 26. And recorded
the video of 3-D looping. Experiments show that the frame
rate of 3D looping can reach 28.5fps when the four input
resolution is 720 x 480, the frame rate is 30fps and the output
resolution is 720 x 480, which meets the requirements of
real-time acquisition and display.

IV. CONCLUSION
The panoramic surround view is an important technology
in advanced driver assistance systems. It is mainly com-
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posed of multi-channel wide-angle camera, image acquisition
module and image processing module. It performs real-time
processing on multiple images acquired at the same time to
form a 360° view around a carrier, eliminating blind spots
in the field of view, allowing the controller to observe the
situation around the carrier in real time, and significantly
improving security. In order to overcome the problems of
small imaging range, low utilization of original image and
serious stretching of vision, a 3D panoramic imaging system
is designed in this paper, which can provide image informa-
tion without dead angle around the carrier through a fisheye
camera. Aiming at the requirement of embedded system and
real-time image display, the hardware and software platform
of panoramic view system is designed to provide the basis
for algorithm research. On the hardware side, in order to
cover the scene around the carrier with the minimum number
of cameras, four fisheye cameras are selected to be placed
in the front and back of the carrier for shooting, and the
image processing part of real-time display is carried out
on GPU. In terms of software, the calibration algorithm of
camera parameters is mainly implemented by OpenCYV, and
the programming interface of GPU is OpenGL ES. In order
to reduce the memory and CPU occupancy, this paper pro-
poses using V4L2 to collect images, and using OpenGL
ES shader to process image transformation in high speed
and parallel, in order to achieve real-time display effect.
A three-dimensional bowl-shaped mesh model is built by
3ds Max. The two-dimensional image is restored to a three-
dimensional scene and imported into OpenGL for pseudo-3D
reconstruction. In order to roam the three-dimensional scene,
a virtual camera system is proposed in this paper. It uses
the virtual camera to roam the three-dimensional environ-
ment, realizing the virtual viewpoint in the three-dimensional
scene, traversing every scene in the grid and eliminating the
dead angle of the field of view. Finally, it completes 3D
panoramic looping without dead angle, overcomes the short-
comings of 2D looping, and realizes 3D panoramic looping
on embedded devices based on V4L2, Qt and OpenGL ES.
And recorded the video of 3-D looping. Although the image
display has good real-time performance, there are still some
shortcomings, mainly including: 1) the camera parameter
calibration needs to determine the feature points manually,
which is not convenient and fast enough. 2) During the whole
process from camera calibration to circle vision, a lot of
manual intervention is needed, which will cause a lot of
trouble to a certain extent. The next step is to synthesize these
steps.
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