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ABSTRACT Multi-modal medical image registration takes an essential role in image-based clinical
diagnosis and surgical planning. It is not trivial due to appearance variations across different modalities.
Rigidly aligning two images is used to register rigid body structure, and it is also usually the first step for
deformable registrationwith a large discrepancy. In the field of computer vision, onewell-establishedmethod
for image alignment is to find corresponding points from two images, and image alignment is based on
identified corresponding points. Our method lies in this category. Feature representation is crucial in finding
corresponding points. However, conventional feature representation like SIFT does not take multi-modal
information into account, and thus, it fails. In this paper, we propose a Convolution Neural Network Feature-
based Registration (CNNFR) method for aligning the multi-modal medical image. The important component
in this method is learning keypoint descriptors using contrastive metric learning, which minimizes the
difference between two feature representations from two corresponding points and maximizes difference
of two feature representation from two distant points. Also, a transfer learning-based CNNRF (TrCNNRF)
is proposed to improve the generalization learning performance when the training data are insufficient.
Experimental results demonstrate that the proposed methods can achieve superior performance regarding
both accuracy and robustness, which can be used to rigidly register multi-modal images and provide an
initial estimation for non-rigid registration in clinical practices.

INDEX TERMS Medical image registration, convolution neural networks (CNNs), transfer learning, feature
descriptor, contrastive metric learning.

I. INTRODUCTION
Medical imaging provides insights into the size, shape,
and spatial relationships among anatomical structures. For
instance, CT is handy for skeletal structures and dense tissue,
whereas MRI provides a view of soft tissue. Aligning these
different modalities can provide useful complementary infor-
mation for more efficient cancer detection, disease diagnosis,
and treatment planning.

The associate editor coordinating the review of this manuscript and
approving it for publication was Ruqiang Yan.

There is abundant literature on the problem of multi-
modal medical image registration ( [1]–[15]). The goal of
image registration is finding an optimal transformation to
completely align the fixed and moving images together into
one coordinate system. However, due in no small appearance
discrepancy across different modalities (i.e., CT and MR),
robust and fast multi-modal image registration is still not fully
solved.

The methods of multi-modal medical image registration
can be classified into rigid and deformable. Specifically, rigid
registration is often used in the alignment of rigid body
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structures; and it is also usually the first step for deformable
registration with a large displacement or discrepancy. There-
fore, robust, accurate and fast rigid alignment algorithms are
still highly required.

The rigid registration methods usually fall into two
categories: intensity-based [16]–[19] and feature-based.
In practice application, the feature-based algorithms play
a vital role in medical image registration because of their
computational efficiency and robustness. Concretely, the key-
point feature-based methods are widely employed since the
keypoints are the most commonly used features in clinical
applications, such as the image-guided surgery and radiation
systems.

The keypoint feature-based approaches estimate the
geometric transform parameters and find corresponding key-
points from the fixed and moving images. The correspon-
dence of the keypoints in the fixed and moving images can
be built via matching the descriptors of keypoints. However,
the problem of deciding if two keypoints correspond to each
other or not accurately and robustly is quite challenging as the
great variability of tissue or organ appearance in the multi-
modal medical images, which results in the lack of a general
rule to establish keypoint correspondence.

Previous works [20]–[26] used hand-designed feature
descriptors like the Scale Invariant Feature Transform (SIFT)
and its variants to address keypoint matching problem. In the
SIFT algorithm, the local extrema in a difference of Gaussian
scale space are selected as a keypoint. A 128-dimension
descriptor is generated for the keypoint using the gradient
magnitude and orientation in a local neighborhood of the
keypoint. Due to the gradient direction variation caused by
the vast intensity difference in multi-modal medical images,
SIFT tends to build dissimilar descriptors at corresponding
keypoints leading to wrong matching points. As a result,
it cannot meet the accuracy and robustness requirement of
multi-modal medical image registration.

To overcome this problem, some SIFT-related methods
have been adapted to align multi-modal natural images
[22]–[24], [26], [27] or remote sensing images [25], [28].
In [24], Hossein-Nejad and Nasri proposed the Magnitudes
and Occurrences of Gradient SIFT (MOG-SIFT), which uti-
lizes the gradient magnitude, gradient occurrence and gradi-
ent orientation information to build feature descriptor. In [25],
Ye et al. proposed the Position Scale Orientation SIFT
(PSO-SIFT), which utilizes a new gradient definition and a
feature matching method by combining the position, scale,
and orientation of each keypoint to improve the matching
accuracy. These methods promoted the invariant and dis-
criminative abilities of SIFT descriptors by attaching a wide
diversity of gradient information. However, they can not lend
the descriptor to change in appearance variations between
different modalities of medical images. Fig. 1 shows a case
using the SIFT descriptors to match keypoints between CT
and MR. Because the keypoints in CT and MR may have
different context gradient patterns, the SIFT fails to find the
corresponding points.

FIGURE 1. A failed matching example of SIFT method for CT and MR
image pair. The left one is CT, the right one is MR. And the green line
means correct matching, the red line means error.

Unlike SIFT descriptor based on the image’s gradient
information,MPHeinrich et al. proposed amodality indepen-
dent neighborhood descriptor (MIND) to extract distinctive
structure in a local neighborhood [29]. The MIND is under
the assumption that the intensity distribution of an anatomical
structure corresponds across modalities, and it is robust to the
most considerable differences between modalities. However,
due to the great variability of tissue or organ appearance
caused by different physical principles of medical imaging,
which leads to lack of correspondence on particular intensity
distribution across different modalities medical images. As a
result, the MIND can’t provide a good feature representation
of the keypoint’s local neighborhood and fails to find the
corresponding points.

In our work, we proposed a keypoint matching-based reg-
istration framework for aligning multi-modal images. Our
key component in the framework is a new approach to
learn representative descriptors of keypoints for multi-modal
images utilizing contrastive metric learning to solve above
problem. The utilized contrastive metric learning in the con-
text of the deep neural network was first studied in the
literature [30], where they coined the method as Siamese
network.

The idea of multi-modal descriptors learning is that
the learned descriptor has a small Euclidean distance in
the feature space for two corresponding keypoints and a
large Euclidean distance for non-corresponding keypoints.
We coined our method as CNNFR for learning network
weights based on positive and negative CT and MR patch
pairs from nasopharyngeal carcinoma (NPC) patient data.
Also, to minimize generalization error, we pre-train the net-
work on natural images from UBC dataset [31]. We coined
the pretrain-based method as TrCNNFR. Unlike any other
deep learning-based one-step transformation estimation tech-
niques [15], we use the learned descriptor to augment the
performance of keypoint feature-based registration. To the
best of our knowledge, this is the first work that employs
contrastive metric learning to solve the problem of cross
modalities medical image registration. The validation demon-
strates that the proposed method achieves state-of-the-art
registration accuracy.
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FIGURE 2. Workflow of the proposed CNNFR technique. A is the keypoint detection phase. We use the DoG maxima to detect the
keypoints. B is the keypoint descriptor stage. We get patches centered around the keypoints at first. Then we employ the Contrastive
Metric Learning CNN to extract the keypoint descriptor from its located patch. C is the keypoint matching step. D is the transformation
fitting stage. At last, the registered image is gained by using the transformation to warp moving image.

FIGURE 3. The detailed architecture of the Siamese network, which consists of two CNNs with identical parameters.

II. METHODS
A. REGISTRATION ALGORITHM
Fig. 2 illustrates the overview of the proposed method:
Convolution Neural Network Feature-based Registration
(CNNFR). It consists of four main components: keypoint
detection, keypoint descriptor, keypoint matching, and trans-
formation fitting. We describe each component in the follow-
ing parts.

1) KEYPOINT DETECTION
The keypoints are those salient points in the images such as
corner points. In this step, we use the Difference of Gaussian
(DOG) maxima to detect the keypoints.

2) KEYPOINT DESCRIPTOR
The keypoint descriptor is the local features of point. A good
descriptor can significantly improve the keypoint matching
performance. In this stage, without resorting to manually-
designed features, we propose to extract stable, distinctive
and uniformly distributed features for keypoints in cross
modality medical image with contrastive metric learning.

Specifically, we learn the keypoint descriptor based on the
Siamese network.

Fig. 3 presents the structure of the Siamese network, which
consists of two CNNs with identical weights. In each CNN,
the first layer is a preprocessing layer, which normalizes
the intensity value m ∈ [0, 255] of each pixel in the input
patch centered at keypoint to m−128

160 , the last layer outputs
the features. The parameters of each layer are summarized
in Table 1. To reduce the risk of overfitting caused by very
deep networks (This is well documented in [32]), we don’t
use the very deep VGG network.

To ensure not only that the loss of the Siamese network for
a pair of patches from the two corresponding keypoints is low,
but also that the loss for a pair from non-corresponding key-
points is large, we design the Siamese network to minimize
the Contrastive loss defined as follows:

L =
1
2N

N∑
i=1

yid2i + (1− yi)max(margin− di, 0)2 (1)

where di = ‖xi1 − xi2‖2 is the Euclidean distance between
the intensity patch x1 and x2, yi is the binary label for input
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TABLE 1. Network parameters. All convolution and fullconvolution layers
use ReLU activation except for FC3.

pairs, where 1 indicates match and 0 otherwise. margin is a
constant with a default value of 1 in Caffe [33].

Moreover, to make the learned descriptor more robust to
the variety of characteristics in different modalities, we train
the Siamese network with Contrastive loss based on numer-
ous patch pairs centered at the corresponding and non-
corresponding keypoints in CT andMRpairs from the clinical
NPC patient described in Section III-A.

The learned keypoint descriptor extracted by our Siamese
network can significantly outperform handed crafted feature
descriptor.

3) KEYPOINT MATCHING
In this phase, we identify a set of the corresponding keypoint
pairs by matching the keypoint descriptors. Given S1 repre-
sents the set of keypoint descriptors in the fixed image, S2 rep-
resents the set of keypoint descriptors in the moving image,
and Dis(p, q) represents the Euclidean distance between the
feature descriptor p and q. Then we can sort the members of
S2 by their distance to a descriptor in S1. Let p ⊂ S1, qi ⊂ S2
be the i-th nearest member of S2 to p, the matching score is
defined as:

MS(p, S2) =
Dis(p, q1)
Dis(p, q2)

(2)

MS(p, S2) is small when the match between p and q1 is
particularly distinctive, i.e., p is much closer to q1 than any
other member of S2. Thus, we say that p matches q1 if
MS(p, S2) is below some threshold η, which is also called as
matching ratio. This prevents matching when keypoints are
locally similar, which often occurs in medical images.

4) TRANSFORMATION FITTING
In this process, we solve an affine geometric transform
according to the obtained correspondences. Given a coordi-
nate o ∈ Rn with parameters A ∈ Rn×n and b ∈ Rn, an affine
transform has the form:

o′ = Ao+ b. (3)

We fit the affine transform by the least square, requiring at
least n+1 matches for uniqueness. Some of the matches will

be erroneous, so we reject outliers by Random Sample Con-
sensus (RANSAC) as described in [34]. This attempts to find
the transformation with the most inliers, by iteratively fitting
transforms to subsets of the data. The final transformation is
the least-squares fitting the inliers.

B. TRANSFER LEARNING-BASED CNNFR (TRCNNFR)
It is not easy to obtain a large number of annotated medical
image pairs because of challenging data acquisition and a
great number of annotation efforts. Although we could aug-
ment a large number of image patches, we are not able to cre-
ate a new distribution from them.However, low-level network
representations are usually common across different applica-
tions such as edge, corners, etc. whichwe could leverage from
other datasets. In this work, we utilized transfer learning from
natural images. Specifically, we train our network on theUBC
dataset, which is a collection of patches extracted around
real interest points from several internet photo collections
published in [31]. Next, we fine-tuned the network using the
CT and MR pairs described in Section III-A.

III. EXPERIMENT AND RESULTS
A. DATA AND GROUND TRUTH
This study has been conducted using CT and MR images
of 100 Nasopharyngeal Cancer (NPC) patients (male/female:
52/48; mean age ± standard deviation: 50.3 ± 11.2 years;
age range: 21-76 years old) underwent chemoradiother-
apy or radiotherapy at West China Hospital. The CT images
were obtained by a Siemens SOMATOM Definition AS+
system, with a voxel size ranges from 0.88× 0.88× 3.0 mm3

to 0.97 × 0.97 × 3.0 mm3. The MR images were captured
by a Philips Achieva 3T scanner. We used in this study the
T1-weighted images with contrast. The in-plane resolution is
0.61 × 0.61 mm2 and a slice spacing of 0.8 mm. It is noted
that every scan contains nasopharyngeal cancer.

We resampled the images to have a voxel size of
1 × 1 × 1 mm3. Because of the different imaging ranges
covered by those images, we only kept the range from eye-
brow and chin. Moreover, because the ground truth alignment
of these two image modalities is unfortunately not easily
obtainable, the standard of alignment is estimated using an
off-the-shelf toolbox Elastix [17] for the sake of efficiency.
It is noted that the alignment is performed in 3D using Elastix
with standard parameters.

Then we randomly selected 70 registered CT and MR
volumes and used them to train the proposed methods
(Section III-B). For each volume pair, we randomly picked
15 paired CT and MR slices and augmented the data by
rotating, scaling and adding noise. Given one CT or MR
slice, two images were generated by adding random noise
following Gaussian distributions N (0, 5) and N (0, 10) to the
slice, respectively; eight images were obtained by rotating the
slice by a degree from −20 to 20 with a step of 5; six images
were acquired by scaling the slice with a factor in [0.7, 1.3]
with a step of 0.1.
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FIGURE 4. Precision-recall curve comparison for the keypoint matching using SIFT, MIND, CNNFR and TRCNNFR descriptors with η in the interval [0.6,1.0]
with a step of 0.05.

FIGURE 5. Some patches with positive label. All patches with size 64 × 64
were extracted from the identical keypoints in alignment CT and MR
images and their respective augmented images. (a) and (b) are patches
from paired CT and MR images correspondingly. (c) to (f) are patches
from the augmented MR images with rotating −15-degree, scaling
0.8 and 0.2 times, and white Gaussian noise with variance 10 separately.

For each slice, we used the extrema in a Difference of
Gaussian (DoG) scale space as the keypoints. Then we
extracted image patches of size 64 × 64 centered at the key-
points. Meanwhile, we computed the corresponding points of
the keypoints in the augmented images, and extracted patches
of size 64×64 centered at the corresponding points. We used
the patch pairs as training and validation data. A patch pair
received a positive label if the patches were generated from
the same slices or two corresponded slices, and their corre-
sponding keypoints are entirely identical. Accordingly, it got
a negative label if the patches were generated from the differ-
ent slices or two non-corresponding slices, and the absolute
distance between their keypoints is more than 50mm. Fig. 5
shows some patches with the positive label.

B. EXPERIMENT SETUP
We compared our proposed methods: CNNFR and TrC-
NNFR to SIFT, MIND, affine image registration network
(AIRNet) [35], and the intensity-based registration method
using 2D ELASTIX toolbox. We used 50 NPC patients’
images for training, another 20 NPC patients’ images for val-
idation, and the rest 30 patients’ images for testing.We gener-
ated image patch pairs in the way described in Section III-A.
We used 500,000 and 200,000 patch pairs as training data and
validation data for CNNFR accordingly, which are with the
same proportion of positive and negative samples.

We implemented CNNFR and TrCNNFR using Caffe [33].
For CNNFR, the training batch size was set to 256. We used
SGD optimizer with momentum. The learning rate started
at 0.01, with momentum 0.9. The learning rate was reduced
after each epoch by a factor of 0.96. The training process
was terminated after 30,000 iterations. The training of each
epoch took about 10 minutes on an NVIDIA Tesla K40C
GPU. CNNFR was trained with 20 epochs, and it converged
before the end of training. TrCNNFR was first trained on the
UBC dataset, with a learning rate of 0.001, momentum 0.9,
weight decay 0.0. SGDwas employed as an optimizer, and the
batch size was set to 256. The training process was terminated
after 10,000 iterations. Then, the network was fine-tuned
using the NPC dataset with the same learning setting, and the
learning process was terminated after 30,000 iterations. Our
codes for this work are available on https://github.com/CUIT-
MIA/CNNFR.

For one keypoint in the moving image, it is considered
as a ‘‘true correspondence’’ to its corresponding keypoint
in the fixed image if the distance between its mapped
point with the corresponding keypoint is within ε pixels.
Here, ε was set to 3. The RANSAC parameter ω is used
to determine if a matched point pair is inlier or outlier
in transformation fitting procedure. In our experiments,
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ω was equal to 2. We computed the local SIFT descriptors
and MIND by using the open-source VLFeat toolbox on
http://www.vlfeat.org/ and the MIND code shared by MP
Heinrich on http://www.mpheinrich.de/software.html accord-
ingly. At the same time, we implemented the 2D AIRNet
according to its original paper [35]. For the 2D Elastix
parameters, we chose advanced mattes mutual information
as the optimization criterion, and adaptive stochastic gradient
descent as the optimization routine and similarity transform
as the transformation model. Four image pyramids (resolu-
tions) were used, each with 500 iterations.

C. KEYPOINTS MATCHING
In this section, we compared our proposed matching methods
with SIFT and MIND matching algorithm. The descriptors
are thus CNNFR, TrCNNFR, SIFT, and MIND. Let the true
correspondence be the one within ε = 3 mm of the ground
truth, a positive be a matched keypoint in the fixed image,
a false positive is a keypoint which was assigned an incorrect
match, while a false negative is a keypoint for which a true
correspondence exists in the other image, but is not assigned
a match. From these definitions, we computed the standard
precision and recall scores as follows:

Precision =
true positives

(true positives+ false positives)
(4)

Recall =
true positives

(true positives+ false negatives)
(5)

For each patient, along with the axial direction, we ran-
domly chose three paired CT-MR images for validating
descriptor performance in the matching algorithm concern-
ing the precision-recall curve. Fig. 4 illustrates descriptor
performance of SIFT, MIND, CNNFR and TrCNNFR for
different registration tasks. Fig. 4(a) presents the precision-
recall curves for registration task where the moving images
were generated by rotating the ground truth by degrees from
0 to 20 with a step of 5. Fig. 4(b) presents results for registra-
tion task where the moving images were generated by scaling
the ground truth by factors in [0.7, 1.3] with a step of 0.1. The
precision and recall scores were gained at different matching
thresholds η (as described in Section II-A.3) in the interval
[0.6, 1.0] with a step of 0.05.

Specifically, the lower the matching threshold η is the
higher the precision is. That is because the matching is more
distinctive when the value of η is small, and thus less ‘‘true
correspondence’’ can be identified. When η = 0.6, SIFT
can barely find any positive matching and the denominator in
Equation 4 equals 0. In this case, we set the precision to −1.
So there is point whose coordinate value, the average preci-
sion score is less than zero in curve ‘‘SIFT, 20’’ in Fig. 4(a).
As the value of η increases, false matching will exist. The
precision decreases and the recall increases.When η = 1, any
point can find a matching. In this case, the precision scores of
TrCNNFR for all registration tasks are around 0.8, while the
precision scores of SIFT are only around 0.2.

D. IMAGE REGISTRATION
In this section, we investigate the registration performance
on the accuracy of six methods: intensity-based registra-
tion using ELASTIX toolbox, affine image registration net-
work AIRNet, SIFT, MIND, CNNFR and TrCNNFR. The
ELASTIX toolbox consists of a collection of algorithms that
are commonly used to solve the rigid and non-rigid medical
image registration problems. Due to its accessibility, usability
and state-of-the-art results, it is used to compare different
registration methods usually. AIRNet is a self-supervised and
end-to-end deep learning registrationmethod, which employs
a CNN to predict the transformation parameters to register
rigidly. It is considered a deep learning baseline for rigid
registration. The registration accuracy is measured by Target
Registration Error (TRE), which is the root-mean-square on
the distance errors overall landmark pairs for each patient
sample. Using the keypoints as landmarks, TRE is calculated
as follows:

TRE =

√√√√ 1
M

M∑
1

‖KPGTi − T · KPi‖
2
2 (6)

where KPGTi denotes a keypoint in the ground truth moving
image, KPi is the keypoint in the moving image, T is the
estimated transformation matrix after transformation fitting,
M is the number of keypoints.

TABLE 2. TREs of the rotated registration task on image pairs from the
testing NPC.

TABLE 3. TREs of the scaled registration task on image pairs from the
testing NPC.

For each patient, along with the axial direction, we ran-
domly chose three paired CT-MR images for validating reg-
istration algorithms. Table 2 demonstrates TREs of the six
methods for registration tasks where the ground truth moving
images were rotated clockwise by a certain degree. Table 3
presents the TREs of these methods for registration tasks
where the ground truth moving images were scaled by a
specific factor. As we can see from the tables, the TREs of
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FIGURE 6. Illustration example of different registration methods. (a) Fixed CT. (b) Corresponding MR slice (ground truth). (c) Moving MR generated
through rotating image (b) by 15◦ and scaling factor 0.8. (d) Ground truth MR image overlayed on the fixed image. (e) to (j) Registration results:
ELASTIX, AIRNet, SIFT, MIND, CNNFR and TrCNNFR overlayed on the fixed CT.

CNNFR and TrCNNFR are much smaller than the TREs of
AIRNet, SIFT and MIND for all cases. At the same time,
the TREs of our methods are also smaller than the state-of-
the-art intensity-basedmethod (ELASTIX) in case of rotation
and scaling.

TABLE 4. Time cost of ELASTIX, AIRNet, SIFT, MIND, CNNFR and TrCNNFR.

To validate the computational efficiency of ELASTIX,
AIRNet, SIFT, MIND, CNNFR and TrCNNFR, we cal-
culated the average time costs of registering 90 pairs of
232× 320 CT and MR slices for registration task mentioned
above. Experiments are conducted on a PC with Linux OS
Ubuntu 16.04, and Intel Xeon CPU E5-2640 v3 @ 2.6GHZ,
and 128 GB of RAM, and with an NVIDIA Tesla K40C
GPU. Table 4 displays the average time-consuming of the six
methods. As we can see from Table 4, the running time of
SIFT, CNNFR and TrCNNFR are around a second, and the
running time of MIND is around seven seconds. However,
the computational complexity of ELASTIX is very high; it is
up to 43.9 seconds with std 13.2, which is about 29 times
slower than TrCNNFR. The end-to-end deep learning regis-
tration method AIRNet is very computationally efficient; it is
average running time only 0.2 seconds.

Fig. 6 illustrates one example in the test NPC data set of
registration results of different methods: ELASTIX, AIRNet,
SIFT, MIND, CNNFR and TrCNNFR. In this example,
the TREs of the six methods are 1.11, 2.06, 4.13, 4.95,

1.12 and 0.95, respectively. The proposed TrCNNFR achieves
the lowest TRE.

In Fig. 7, we showed one example of how well the dif-
ferent registration algorithms are handling missing data in
the moving image. In this example, the TREs of ELASTIX,
AIRNet, SIFT,MIND, CNNFR and TrCNNFR are 5.44, 4.37,
11.07, 10.26, 2.11 and 0.01, respectively. Fig. 8 illustrates an
example of howwell the different registration algorithms han-
dling a low overlap between fix and moving images. In this
example, the TREs of ELASTIX, AIRNet, SIFT, MIND,
CNNFR and TrCNNFR are 4.77, 3.86, 44.29, 37.93, 1.34 and
0.02, respectively. In both cases, SIFT, AIRNet, MIND and
ELASTIX are not able to register the pair images.

E. UNSEEN BODY PARTS AND IMAGE MODALITIES
To demonstrate the generalization capability of our proposed
method, we applied our methods into two new tasks (unseen
applications). The first task is the unseen body part CT-MRI
registration. The second one is the unseen image modality
image registration.

For the first task, the Siamese network was trained on the
image patches taken from the CT-MR slices between eyebrow
and chin (testing NPC), while the testing data were CT-MR
slices between chin and shoulder (unseen body parts). For
each NPC patient, we randomly selected ten pairs of CT-MR
slices between chin and shoulder. Table 5 presents TREs of
the six methods when the ground truth moving images were
rotated clockwise by a certain degree. Table 6 provides the
TREs of these methods for when a particular factor scaled
the ground truth moving images.
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FIGURE 7. Illustration example of different registration methods for missing data. (a) Fixed CT. (b) Corresponding MR slice (ground truth) with missing
data perturbation. (c) Initial moving image generated through rotating image (b) by −10◦ and scaling factor 0.8. (d) Ground truth MR image overlayed
on the fixed image. (e) to (j) Registration results: ELASTIX, AIRNet, SIFT, MIND, CNNFR and TrCNNFR overlayed on the fixed CT.

FIGURE 8. Illustration example of different registration methods for small overlap of the fixed and moving images. (a) Fixed CT with right part clipped.
(b) Corresponding MR slice (ground truth) with left part clipped. (c) Initial moving image generated through rotating image (b) by −10◦ and scaling
factor 0.8. (d) Ground truth MR image overlayed on the fixed image. (e) to (j) Registration results: ELASTIX, AIRNet, SIFT, MIND, CNNFR and TrCNNFR
overlayed on the fixed CT.

Table 5 and 6 show that in terms of TREs, our methods
perform robustly in the cases of unseen body parts.

Fig. 9 shows an example of how well different registra-
tion algorithms perform in the application of registering a
pair of CT-MR slices from the unseen body parts. In this
example, the TREs of the six methods are 0.85, 3.87, 11.40,

9.83, 3.40 and 0.61, respectively. We can see from Fig. 9,
the visualization results of the six methods are consistent with
their TREs, and the visualized registration accuracy results of
TrCNNFR and ELASTIX are comparable.

For the second registration task, we used 180 pairs of
T1-T2 images from BrainWeb [36]. The quantitative
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FIGURE 9. Illustration example of unseen body parts of different registration methods. (a) Fixed CT. (b) Corresponding MR slice (ground truth).
(c) Moving MR generated through rotating image (b) by 15◦ and scaling factor 0.8. (d) Ground truth MR image overlayed on the fixed image.
(e) to (j) Registration results: ELASTIX, AIRNet, SIFT, MIND, CNNFR and TrCNNFR overlayed on the fixed CT.

FIGURE 10. Illustration example of T1-T2 images from BrainWeb of different registration methods. (a) Fixed T1 MR. (b) Corresponding T2 MR slice
(ground truth). (c) Moving T2 MR generated through rotating image (b) by 15◦ and scaling factor 0.8. (d) Ground truth T2 MR image overlayed on the
fixed T1 image. (e) to (j) Registration results: ELASTIX, AIRNet, SIFT, MIND, CNNFR and TrCNNFR overlayed on the fixed T1 image.

evaluation results of the six methods are given in Tables 7, 8.
In terms of reported TREs in the tables, SIFT and ELASTIX
perform better than in table 2, 3, 5 and 6 because of good
image quality in BrainWeb dataset. It is noted that our meth-
ods obtain comparable registration accuracy than ELASTIX
for registering images from unseen image modalities. Fig. 10
illustrates how well different registration algorithms per-
form in the application of registering a pair of images from

the unseen image modalities. In this example, the TREs of
the six methods are 0.33, 3.72, 4.88, 0.47, 3.03 and 0.61,
respectively.

IV. DISCUSSION
In this work, we proposed contrastive metric learning-
based rigid multi-modal medical image registration meth-
ods CNNFR and TrCNNFR distilled knowledge from
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TABLE 5. TREs of the rotated registration task on image pairs from the
unseen body parts.

TABLE 6. TREs of the scaled registration task on image pairs from the
unseen body parts.

TABLE 7. TREs of the rotated registration task on the T1-T2 images from
BrainWeb.

TABLE 8. TREs of the scaled registration task on the T1-T2 images from
BrainWeb.

natural images. Experiment results demonstrate our proposed
method performed robust, accurate compared to the state of
the art methods, such as Elastix and AIRNet.

Fig. 4 shows that TrCNNFR and CNNFR perform bet-
ter than SIFT and MIND regarding key point matching.
The learned descriptor proposed in this work using con-
trastive loss is robust in the task of multi-modal image
patch matching. Besides, transfer learning in TrCNNFR from
nature images enriches low-level feature variations, and thus
TrCNNFR performs more robust than CNNFR training from
scratch.

High recall and precision of the matching algorithm play a
crucial role in our registration algorithm. Experiment results
of image registration in Table 2, 3 and Fig. 6 demonstrate
robust matching algorithm performs better in the registra-
tion task. Our proposed methods make the matching-based
multi-modal image registration feasible comparing to SIFT

descriptor and MIND descriptor. Also, our methods out-
perform intensity-based method (ELASTIX) and supervised
deep learning registration method (AIRNet).

Table 4 shows that our proposed method performs about
29 times faster than ELASTIX-based method. At the same
time, due to AIRNet is an end-to-end deep learning registra-
tion method, it takes the least average running time.

Fig. 7 and Fig. 8 demonstrate the robustness of our pro-
posed algorithm when the fixed and moving images have a
small overlap ratio. ELASTIX fails to align two images in
the cases of small overlap ratio. ELASTIX utilizes mutual
information [37], [38] as cost function under an assumption
of global statistical similarity between two images. On the
contrary, once we find a sufficient number of corresponding
points using our methods, we could robustly register two
images. Thus, our method is successful to register two images
with small overlap ratio.

From Table 5, 6, 7, 8 and Fig. 9, 10, we observe that
our algorithm is capable of generalizing different tasks with-
out retraining the model. The model learns a generic local
descriptor which is applicable in other CT-MR applications.
From Table 5, 6, 7, 8, it is noted that TrCNNFR performs
better than CNNFR. Regarding the SIFT and ELASTIX,
we note consistent results in both datasets as in the testing
NPC. This is because ELASTIX and SIFT are not able to
directly optimize matching features from different modali-
ties. We observe that in the unseen image modalities (refer-
ring to Table 7, 8), MIND descriptor-based method attained
comparable accuracy to ELASTIX and TrCNNFR. That’s
because the T1-T2 images from Brainweb are simulated
data, which preserves the particular intensity distribution of
brain anatomical structure correspondence perfectly. We also
observe that in the unseen body parts test and unseen image
modalities (referring to Table 5, 6, 7 and 8), learning-based
methods perform slightly worse than seen body parts, espe-
cially for theAIRNet. Enlarging training dataset tomore body
parts and imagemodalities may solve this problem. It is noted
that the learning algorithms are a local descriptor learner
and thus we only need annotate sparse representative points
across different body parts and different image modalities.
We plan to investigate this extension in future work.

V. CONCLUSION
In this work, we presented a matching-based rigid multi-
modal medical image registration method. In this frame-
work, the critical component is learning keypoint descriptors
using contrastive loss. The experimental results demonstrate
that the learning-based keypoint descriptors perform better
than handcrafted descriptors in multi-modal registration task.
Also, our method outperforms conventional intensity-based
image registration method like ELASTIX and deep learning-
based registration method like AIRNet regarding registration
accuracy, robustness. In the future, we would like to extend
our algorithm as followings: (1) We will investigate keypoint
detection algorithm. (2) We will investigate end-to-end deep
learning keypoint feature-based rigid registration framework
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to reduce the running time. (3) We will investigate more
image modalities.
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