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ABSTRACT In blind source separation (BSS) for multisubject functional magnetic resonance imag-
ing (fMRI) data, dimensionality reduction is generally performed for multiple times. This leads to the
challenge of determining the number of the retained dimensionality, i.e. the order of BSS models, which
dramatically influences the validity and performance of BSS models. In this study, a multisubject analysis
method robust to order selection is developed. This approach remains effective for slight dimensionality
reduction and thus utilizes more information from original data. Inspired by the idea of signal-intensity-
maximization technology, which can suppress the overfitting that occurs during insufficient dimensionality
reduction, we rotate the reduced dimensions to the optimized direction so that rotated components have
the most significant intensity and smoothness. Because the optimized dimensions contain more useful
information, involving dimensional optimization stage can reduce the negative impact of dimensionality
reduction in multisubject data analysis. The experiments on simulated data and real fMRI data showed that
involving dimensional optimization improves the validity and performance of the BSS model in analyzing
multisubject data. The proposed method works better across a wide range of dimensionality reduction levels,
allows inaccurate order selection, maintains more useful information, and is suitable for multisubject fMRI
analysis, which requires multiple dimensionality reduction.

INDEX TERMS Blind source separation, functional magnetic resonance imaging, multisubject analysis,

signal intensity maximization, dimensional optimization.

I. INTRODUCTION

Blind source separation (BSS) for functional magnetic reso-
nance imaging (fMRI) data is an important topic in biomed-
ical image analysis [1]-[3]. But when analyzing multi-set
data, classical BSS methods meet the challenge of keeping
the coherence among the estimated sources from multiple
datasets [4].

Much effort has been made to achieve BSS for multi-
subject fMRI data. On one hand, some researchers reor-
ganize data so that the multisubject data can be analyzed
by classical BSS methods. For example, Calhoun et al.
concatenated multiple datasets into a group prior to BSS,
and proposed group independent component analysis (group
ICA) [5]. On the other hand, some researchers extend clas-
sical BSS models so that multi-set data can be directly ana-
lyzed. Widely used methods in this scope include independent
vector analysis (IVA) [6]-[8], multi-set canonical correlation
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analysis (M-CCA) [4], [9], [10], and generalized joint diag-
onalization (GJD) [11]-[13]. IVA extends the assumption
of ICA from scalar values to source vectors, and attempts
to maximize the independency across source vectors [14].
Lee et al. illustrated that the IVA model performs well in
multisubject data analysis and does not require data concate-
nation [6]. Y.-O. Li et al. achieved joint BSS with M-CCA,
an improved CCA model for multiple datasets, and demon-
strated its better performance than IVA for sources with het-
erogeneous correlation values [4]. X.-L. Li et al. used GJD
model to solve the problem of joint BSS, and demonstrated
its superior performance compared to IVA and M-CCA for
non-Gaussian sources [11].

Due to the high dimensionality of data, dimensional-
ity reduction is generally performed two or more times
before BSS approaches in multisubject fMRI data analy-
sis. For example, in the group ICA procedure [5], both
subject-level reduction on each subject’s data and group-level
reduction on the concatenated data of all subjects are per-
formed. The number of retained dimensions is critical to the
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FIGURE 1. The procedure of the multi-subject data analysis involving dimension-optimization stage.

effectiveness of BSS models [2], [15]-[19], and multi-
ple dimensional reductions will aggravate the sensitivity
to model orders for multisubject analysis, therefore the
retained dimensionality must be selected carefully for both
subject-level and group-level reduction [1], [20]-[22]. If mis-
match occurs between the determined number of retained
dimensions and the real order, the BSS models may be invalid
and yield unreliable results [23]-[25]. Although some criteria
have been presented to evaluate the model order [26]-[30],
accurately estimating the order is still challenging [31]. Fur-
thermore, order estimation cannot reduce the risk of discard-
ing interested dimensions because some useful signals may
be so weak that they lie outside the remaining dimensions.
Multiple dimensionality reductions in multisubject data anal-
ysis increase the risk of losing useful information.

In this study, to enhance the robustness of BSS models to
the order number and reduce information loss, we attempted
to improve the multisubject BSS algorithm by considering the
idea of signal-intensity-maximization (SIM) technology [32].
A SIM-based dimensional optimization stage that helps to
effectively utilize the retained dimensions after reduction is
developed in this work. Because the SIM model is robust to
the dimensionality reduction level and can work well even
with high-dimensional data, by including the dimensional
optimization stage, more dimensions can be retained during
reduction in our algorithm, which allows more useful infor-
mation to be utilized. A comparison using simulated data
indicated that compared to the traditional algorithm, includ-
ing dimensional optimization in multisubject analysis can
improve the accuracy of the estimated spatial and temporal
components. Our validation results on real fMRI data showed
that the spatial and temporal components extracted by the
proposed algorithm are more reasonable and interpretable.
The involvement of dimensional optimization at both the sub-
ject and group levels during multisubject analysis achieved
an outstanding and robust performance to order selection and
was effective under insufficient dimensionality reduction.

Il. METHOD AND MATERIALS

We illustrate the SIM-based dimensional optimization with
the group analysis procedure proposed by Calhoun et al. [5].
Our procedure is shown in Fig. 1 and the dimensional
optimization stage is applied after the subject-level and
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group-level dimensionality reductions. In the optimization
stage, the retained dimensions are linearly combined using
the SIM concept, in order to effectively utilize useful informa-
tion and increase the robustness to the number of the retained
dimensions.

A. SUBJECT-LEVEL DIMENSION-OPTIMIZATION

In the dimension-optimization stage, the SIM concept is
applied to optimize the remained dimensions after data reduc-
tion so that the optimized components have the most signifi-
cant intensity and smoothness. The signals after optimization
(indicated by s; for the i-th signal) should fulfill the maximal
autocorrelation hypothesis (CCA hypothesis [2]) to distin-
guish meaningful signals and maintain sufficient signal inten-
sity to retain useful information. The optimization problem is
formulated as follows:

Obj=0-yi+(1-0)- g, ey

where y; and g; denote the autocorrelation and intensity of s;,
respectively, and 6 is a real number within the interval (0,1).
According to the CCA model [2], y; can be represented by

the following formula:
T
e (s (4)")

E (&2) '

1

Vi = )

where sf.(A) is the rotational shifted version of s;, and the
superscript s(A) denotes a shift of step A. Here, we develop
the model under the condition in which the dimensional-
ity reduction is performed by principal component analy-
sis (PCA) at both subject and group levels. Assume that X =
(x1, ..., x,)T is the preprocessed data for a single subject.
First, X is dimensionally reduced to ¥ = (y1,..., ym)T
during the subject-level analysis, where y; (1 < i < Kj)isone
of the K| (K| < n) retained principle components after the
PCA processing and y; has been normalized, i.e., E(yl.z) =1.

According to PCA theory, y; = (¢;)'X / |Ail, where @;
and )»12 are the i-th eigenvector and eigenvalue of E(XXT),
respectively [33]. We then have

Y = diag(l/|k1|,..., 1/|AK1|) ((pl,goz,...,q)Kl)TX
=A'oTx (3)
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where A = diag(|A1], A2, ..., |Ak1]) and & =
(¢1, 92, ...,9Kk1). The signals s, ..., s, are obtained from
the dimension- optimization after the subject-level PCA anal-

ysis; therefore, s; can be modeled as a linear combination
of Y:

si=wY, 4

where w; is the demixing vector corresponding to s;, and
will = 1.

The total intensity v; of s; is determined by the following
equation in SIM [32], which represents the significance of s;:

ET (xs7) E ()
£ ()

v =

&)

Inserting (3) and (4) into (5), the representation of the total
signal intensity of the s; can be reduced to

_ ETXyTwpB(XYTw)
E2 (w!YYTw;)
wIE(YXDEXY T)w;
C (WIE(YYTywy)’

2
= wIA'@TE (XXT) dA
= W?Azwi. 6)
It is easy to obtain that the value of vj; is in the interval
[0, )ﬁ]. v; 18 then rescaled to the interval of [0,1] for nor-
malization. Therefore the value of normalized v; becomes
comparable to y; and it will be convenient to adjust their

proportion by changing the value of 6. We now have the signal
intensity term g;:

%= / 32 = wIA2w; / 22, %)

Sequentially inserting (2), (4), and (7) into (1), we then
obtain the expression of the objective function:

wl <9 ‘E <Y (YS(A)>T) +(1—-6). AZ/A%> Wi

= w; Uw, (8)

Obj

where U = 0 - E(Y(YS®)T) + (1 — 0) - A2 /23,

Under the constraint ||w;|| = 1, the w; values cause Obj
to approach its extrema are the eigenvectors of U 4+ UT. The
demixing matrix W for all signals after optimization consists
of the eigenvectors of U + UT ie, W =(wi,...,wp.

Based on the demixing matrix W and the subject-level
dimensionally reduced data Y, the component map S =

(s, ...,s)T after dimensional optimization can be obtained
by

S=wTy. 9)
125764

B. GROUP-LEVEL DIMENSION-OPTIMIZATION

Similar to subject-level dimension-optimization, we can
obtain the objective function Obj and autocorrelation term y;
represented by (1) and (2) respectively. Here, we use X, to
represent the preprocessed data matrix from the m-th subject
to replace X in the previous subsection. In contrast to (5), for
each subject, we can obtain the total intensity of an optimized
signal sg ;, termed vy, ; for the m-th subject. Then, v, ; will
be written as:

B ET (X5 JEX s )

Um,i - 2
Ez(sc,i)

(10)

After subject-level analysis for all subjects, the data are
then concatenated into a data matrix G for group-level analy-
sis and dimensionally reduced to Z = (zy, ..., zx2)T, where
zi(1 <i < Kp)is one of the K> (K> < Kj and K3 is generally
set equal to K1) retained principle components after PCA and
z; has been normalized, i.e., E(zl?) = 1. According to the
theory of PCA, z; = wiT G / |mil, where v; and M,z are the i-th
eigenvector and eigenvalue of E(GGT), respectively. We then
have

. T
Z =diag(1/|p1l, ... 1/|u,|) (1, ... . ¥x,) G
= A;'VTG, (11)
where Ag = diag(|u1l, |ual, ..., lukzl) and ¥ =
(Y1, Y2, ..., ¥g2). Similar to (4), the demixing model can
be written as Sg = WgZ, where S¢ = (5.1, - ..sG,r)T
is the signal map after group-level dimension-optimization

and Wg = (Wg.1,...wg,r) 1s the demixing matrix. Thus,
we obtain

SG.i =W L. (12)

Inserting (12) into (10), the representation of the total
intensity of s¢ ; for the m-th subject can be reduced to
E' (X Z we )EXnZ wg, i)
E2(w( . ZZ e, )
wg’ EEZXDEX,ZTwe,
wg EZZTwe i)?
= W, BZXEXZ G, i (13)

Um,i =

Then, we can define the total intensity v; of sg; for all
subjects as follows:

vV = Z Um, i
m
=Y wi EBEZXDEXnZ we.i
m

=wg; > EZXDEXnZ") - we.i. (14)

m

Assuming that there are N subjects in total, it is easy to
find that the value of E(ZX))E(X,,Z") lies in the interval
[0, N2, |1, where A, | is the first eigenvalue of E(X,X,)).
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Then, v; is normalized to the interval [0,1]. We now have the
intensity-term g;:
EZXDEX,,ZT)
T Z m
§i=Ya.i In\lf 22 .

m m,1

WG,i- (15)

Sequentially inserting (2), (12), and (15) into (1), we can
obtain the expression of the objective function:

Obj = W}, (9 ‘E (z (zS<A>)T> +(1—-0)

> (E(ZX,Z)E(X,,,ZT) / NAZ ]>> Wes

= WIG“J»U(;WG,,', (16)
where

Ug=6-EZZ™))+1-0)
. Z E(ZXDE(X,ZT)

(7)
2
N,

m

Under the constraint ||WG,iH = 1, the wg,; values that
cause Obj to approach its extrema are the eigenvectors of
Ug + Ug. The demixing matrix WgW for all the signals
after dimension-optimization consists of the eigenvectors of
Ug + Ug, ie, Wg = Wg,1, ..., WG,r)

According to the demixing matrix W and the group-level
dimensionally reduced data Z, Sg can be obtained by

Sg = WZZ. (18)

Sequentially inserting (3), (9), and (11) into (18), the com-
ponent map of each subject can be back-reconstructed by

sGi = WEAG WY, (19)

1

where the matrix sg; contains the single subject maps for
subject i and W(T; AEI\IITWIT is the mixing matrix for Y;.

C. DATASET AND PREPROCESSING

Two datasets were used to validate the proposed method
by comparisons with other multisubject analysis methods.
The first dataset consists of resting-state fMRI data and was
employed as the background when generating simulated data.
The second dataset is task fMRI data and was used to compare
with the group ICA method on real fMRI data.

Dataset 1: Resting-state fMRI data from ten young and
healthy subjects were collected on a 1.5T Philips Intera
MR scanner at the Second Xiangya Hospital of Central
South University [34], [35]. All the subjects provided written
informed consent after receiving a complete description of the
study. Functional images were acquired using a gradient-echo
echo-planar pulse sequence over a 6-min period for a total
of 180 time points with the following parameters: TR = 2 s,
TE = 30 ms, thickness/gap = 4.5 / 0 mm, field of view
(FOV) = 230 x 230 mm, flip angle (FA) = 90°, matrix =
128 x 128, and 31 slices. This rsfMRI data were preprocessed
using a statistical parametric mapping software package
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(SPMS, http://www.fil.ion.ucl.ac.uk/spm) [31], [36] and
details of preprocessing steps are referred to [34].

Dataset 2: The second dataset was acquired from the
publicly available Human Connectome Project (HCP) motor
task fMRI data. The fMRI scans included ten movement
blocks and three fixation blocks. In each task block, eight
participants (in S500 release) were presented with visual cues
that prompted them to perform certain movements to map
motor areas; the movements included tapping their right or
left fingers, squeezing their right or left toes, or moving
their tongue. The tfMRI images were obtained by a modified
Siemens Skyra 3 T scanner with a 32-channel head coil
using the following acquisition parameters: 90 x 104 matrix,
220 mm FOV, TR = 720 ms, TE = 33.1 ms, flip angle =
52°, 72 slices, BW = 2290 Hz/Px, in-plane FOV = 208 x
180 mm, and 2.0 mm isotropic voxels. For the tftMRI data,
the preprocessing pipeline included the removal of spatial
artifacts and distortion, cortical surface generation, within-
subject cross-modal registration, cross-subject registration to
the MNI standard volume and surface spaces, resampling into
2.0 mm isotropic voxels and spatial smoothing. More detailed
task descriptions and data preprocessing could be found in the
literatures [37]-[39].

Ill. EXPERIMENTS

To test the validity of the proposed multisubject analysis
approach involving dimensional optimization, we conducted
a series of comparisons between the proposed approach and
other multisubject analysis algorithms on both simulated and
real fMRI data.

A. COMPARISON ON SIMULATED DATA

To evaluate and validate the proposed method, comparisons
were first performed on simulated data generated by inserting
simulated activation patterns into real resting-state fMRI data
(Dataset 1) (see Fig. 2). The simulated activation pattern is
composed of two 20 x 20 x 20 regions, and can be located
in 300 different positions (Fig. 2(a)). The corresponding
hemodynamic time course containing 175 time points was
generated based on the time-course length of the resting-state
fMRI images (Fig. 2(b)).

The first two experiments were designed for ablation study
to explore the role of dimensional optimization at subject
level and group level. Three simplified procedures (involving
only subject-level optimization, involving only group-level
optimization and involving no dimensional optimization)
were conducted and compared with our method (involving
both-level optimization).

In the first experiment, the study was achieved under var-
ious signal-to-noise ratio (SNR) conditions. The SNR was
defined as the ratio between the standard deviation of the
simulated source and the background. By changing the ampli-
tude of the embedded simulated source, four SNR values
ranging from 0.20 to 0.35 at a step size of 0.05 were set.
For each SNR value, simulated data for ten subjects were
generated to perform group analysis. After estimating each
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FIGURE 2. Generating the simulated data. A simulated “source” is
embedded into the resting-state fMRI data. (a) The spatial view of the
simulated data. The gray area is an example of the simulated activation
pattern. (b) The simulated hemodynamic time course.

simulated dataset by the minimum description length (MDL)
criterion [40], [41], the numbers of remained dimensions
in subject-level and group-level dimensionality reduction
were set to 15. We performed the proposed algorithm and
group ICA on simulated data to obtain the group spatial
maps, and group ICA was performed via GIFT toolbox
(http://mialab.mrn.org/software/gift/index.html).

In the second experiment, the four procedures were com-
pared across different dimensionality reduction levels to
assess the robustness of different methods. The numbers of
principal components retained by PCA were set to 10, 20,
40, 60, 80 and 100. The proposed algorithm and group ICA
were then executed on the simulated data to obtain the group
components. The SNR of the simulated data was set to 0.2 for
the study on the difference of the robustness between the four
procedures.

The third experiment was designed to compare the pro-
posed method with recently developed multisubject analysis
methods, including IVA [6], M-CCA [4] and GJD [11]. The
remaining dimensions and SNR values are set to be identical
to those in the first experiment.

B. COMPARISON ON fMRI DATA

This experiment was designed to evaluate and validate the
proposed algorithm by comparing it with group ICA method
on real fMRI data. The preprocessed HCP tfMRI data were
analyzed by both the proposed method and the group ICA
method, and the number of retained components was set to
20 using the minimum description length criterion, the details
are similar to the number selection in simulated data. The
group components were obtained by performing a one-
sample t-test.

IV. RESULTS AND DISCUSSION

A. COMPARISON ON SIMULATED DATA

On the simulated data, to evaluate the role of dimensional
optimization, our method was firstly compared with three
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FIGURE 3. The spatial maps of group components obtained from a
simulated dataset by four procedures: (a) involving dimensional
optimization at both subject and group levels, (b) involving dimensional
optimization only at subject level, (c) involving dimensional optimization
only at group level, and (d) involving no dimensional optimization.

simplified procedures (removing dimensional optimization
at different levels). Among the group components separated
by each algorithm, the source that had the highest correla-
tion with the simulated source was selected as the output
of the algorithm (see the spatial maps in Fig. 3 as exam-
ples). Then, we plotted the receiver operating characteristic
(ROC) curves [42] for the activated region determined by
each algorithm. The area under the ROC curve (AUC) was
used to evaluate each method. A larger AUC indicates that
the determined activated region is more accurate and that
the corresponding method achieves better performance [43].
To validate the effectiveness of the dimensional optimization
in detecting the activated regions, the algorithms that only
involve dimensional optimization once (at the subject level
or group level individually) were also considered in this
comparison.

Fig. 4 shows a comparison of the average AUC values
of the four procedures when detecting the simulated acti-
vated region under various SNR conditions. At all SNRs, all
three of our procedures achieve higher AUC values than the
traditional multisubject analysis method, demonstrating that
considering dimension-optimization increases the accuracy
of activated-region detection.

Additionally, between the two algorithms involving single-
level dimensional optimization (red and green bars), the red
bars are considerably taller than the green bars. And the
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FIGURE 4. Comparison between our methods involving
dimension-optimization and the conventional algorithm (group ICA) at
various SNRs. The vertical axis indicates average AUC values, and the
horizontal axis indicates SNR values. Yellow bars: Group ICA; Green bars:
Involving dimension-optimization only at group level; Red bars: Involving
dimension-optimization only at subject level; Blue bars: Involving
dimension-optimization at both levels. The error bars show + SEM.

red bars are quite similar to the blue bars, which include
optimization twice. In contrast, the green ones are much
shorter and similar to the yellow bars, which do not involve
dimensional optimization. This implies that dimensional opti-
mization is more effective at the subject level than at the
group level—possibly because it is more critical to retain
the subject-level useful information, which is more easily
lost during the dimensionality reduction. Because the SIM
model helps to retain the most useful dimensions, the subject-
level dimensional optimization retains much of the criti-
cal useful information from each subject and improves the
performance of the algorithm. In contrast, because it loses
many useful dimensions during the subject-level reduction,
the algorithm with only group-level dimensional optimization
achieves only limited performance.

It should be noted that, although slight, the group-level
dimensional optimization also contributes to the improved
performance of the algorithm. With the group-level dimen-
sional optimization, the green bars are higher than the yellow
bars, while without group-level dimensional optimization,
the red bars are slightly shorter than the blue bars.

Fig. 5 shows the performance of the four procedures when
the dimensionality reduction levels are varied. In Fig. 5,
group ICA becomes worse as the dimensionality increases,
suggesting that the validity of the ICA model is affected
at high dimensions. In contrast, the three SIM-based algo-
rithms perform better than the conventional method at all
dimensionality reduction levels and are more robust to the
dimensionality when the reduction is slight.

Note that the blue and red curves, both of which involve
subject-level dimensional optimization, ascend sharply from
10 to 40 dimensions. This implies that much useful informa-
tion still exists in these dimensions; thus, involving subject-
level dimensional optimization can utilize that information to
achieve a higher accuracy. In contrast, the green and yellow
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dimensional optimization and group ICA across different dimensionality
reduction levels. The vertical axis indicates the average AUC values, and
the horizontal axis indicates the number of remaining dimensions

after dimensionality reduction. Yellow: Group ICA; Green: Involving
dimension-optimization only at group level, Red: Involving
dimension-optimization only at subject level; Blue:

Involving dimension-optimization at both levels. The shadings represent
+ SEM.

curves do not show better performance at a dimensionality
of 40 than at a dimensionality of 10, suggesting that the useful
information in the dimensions from 10" to 40" cannot be
acquired without the subject-level dimensional optimization.

It should also be noted that the red curve, without group-
level dimensional optimization, descends significantly when
the remaining dimensions exceed 40, as does the conventional
method, which also includes no group-level dimensional opti-
mization. On the other hand, the green curve, with group-level
dimensional optimization, shows strong robustness to the
dimensionality retained. This implies that group-level dimen-
sional optimization can improve the robustness of the method.

Nevertheless, the three algorithms involving dimensional
optimization (the blue, red and green curves) maintain higher
accuracy than the conventional algorithm, especially at high
dimensions. The result suggests that involving dimensional
optimization can improve the accuracy of the method (just as
illustrated in Fig. 4), while the robustness is mainly improved
by group-level dimensional optimization.

The main computational load of dimension-optimization,
at either group level or subject level, is to solve the eigenvec-
tor of the covariance matrix, with a complexity of O(d>) (d is
the number of remaining dimensions). Therefore, involving
optimization at single level and at both level have the same
asymptotic complexity.

Although the group-level optimization does not increase
AUC values greatly, it can significantly increase the robust-
ness to dimensionality reduction levels (Fig. 5). Considering
the same asymptotic complexity, involving both-level opti-
mization is recommended.

We further compared our method with other multisubject
analysis methods at four different SNRs. Fig. 6 shows the
comparison results between our method and other multisub-
ject analysis methods. The spatial correlation was used as an

125767



IEEE Access

Y. Zhang et al.: Robust Multi-Subject fMRI Analysis Method Using Dimensional Optimization

40 40

20

Number of datasets

20
0 0 0 0
-0.1 03 -0.1 035 -0.2 055 -04 0.55

——>» Spatial correlation difference of our method and IVA
40 60

40

i
i
i
40
20

20 20

Number of datasets

0 0 0
-0.1 03 -01 035 -0.1 05 -03 0.45
—— Spatial correlation difference of our method and M-CCA

40

0 0 0 0
-0.1 03 -01 035 -0.2 05 -05 0.6
—» Spatial correlation difference of our method and GJD

60
60

40

40

20 20

Number of datasets
8

FIGURE 6. Performance comparison between our algorithm and other
multisubject analysis methods. Each panel shows the histogram of the
correlation difference values between our method and other methods.
Positive values mean the spatial correlations of our method are larger
than those of other methods. The zero of horizontal axis is marked by
dashed line. First column: Results on SNR = 0.2, second column: SNR =
0.25, third column: SNR = 0.3, and fourth column: SNR = 0.35; first row:
Comparison of our method and IVA, second row: Comparison of our
method and M-CCA, and third row: Comparison of our method and GJD.
At all SNRs, most of the difference values are positive, indicating that our
method achieves higher spatial correlations than other methods on most
of the datasets. This finding implies that our method achieved higher
accuracy at all SNRs.

index to evaluate the group components obtained by different
methods [7], [44]. Each histogram in Fig. 6 displays the
correlation difference between our method and other methods
on 300 datasets at each SNR. Positive difference values mean
that the spatial correlations of our method are higher than
those of other methods. From Fig. 6, it can be seen that
most of the difference values are positive, indicating that our
method achieves higher spatial correlations at most datasets.
This result implies that our method achieves higher accuracy
under all SNRs.

B. COMPARISON ON fMRI DATA

When analyzing the real fMRI data using our proposed
method and group ICA, we selected two pairs of task-related
components according to the spatial overlap and temporal
correspondence. The spatial components and time courses of
the group are presented in Figs. 7 and 8.

For each task-related component, we compared the spatial
maps extracted by the two methods. Although they largely
overlap, the activated regions obtained by the two methods
show some clear differences (Fig. 7a—b, Fig. 8a-b). To exam-
ine the validity of the difference region (rest of regions in each
component except overlap), we computed the correlations
between the average time courses from the overlapped and
difference regions for each subject, as shown in Table 1.
Because the overlap can be considered as reliable activated
regions, larger correlations to the overlapped region mean the
difference region is more reasonable. From Table 1, we can
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FIGURE 7. Spatial maps and time courses of the first task-related
component derived from experiments on the task fMRI data by our
method (a and c) and group ICA (b and d). The shadings represent the
task contrast designs of the tfMRI data. The pink contours represent the
overlapped regions of the two methods.
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FIGURE 8. Spatial maps and time courses of the second task-related
component derived from experiments on the task fMRI data by our
method (a and c) and group ICA (b and d). The shadings represent the
task contrast designs of the tfMRI data. The pink contours represent the
overlapped regions of the two methods.

see that the correlations within each subject are all larger for
both components when using our method (mean £ SD: 0.73
£ 0.09, 0.63 % 0.11) than when using group ICA (mean =+
SD: 0.24 £+ 0.12, 0.13 £ 0.21), indicating that the spatial
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TABLE 1. Correlations of The time courses between the overlapped region and difference region within each subject.

Sub. 1 Sub. 2 Sub. 3 Sub. 4 Sub. 5 Sub. 6 Sub. 7 Sub. 8 Mean + SD
Our method 0.81 0.63 0.62 0.67 0.67 0.80 0.82 0.83 0.73 £0.09

Comp. #1
Group ICA 0.09 0.08 0.23 0.39 0.21 0.25 0.39 0.24 0.24+0.12
Our method 0.51 0.61 0.70 0.56 0.53 0.84 0.67 0.64 0.63£0.11

Comp. #2
Group ICA 0.20 -0.05 0.20 0.30 0.26 0.41 -0.23 -0.02 0.13£0.21

TABLE 2. Number of subjects showed difference between tasks and
baseline.

Comp. #1 Comp. #2
Our method | Group ICA | Our method | Group ICA
Task 1 6(75%) 4(50%) 6(75%) 4(50%)
Task 2 8(100%) 7(87.5%) 7(87.5%) 6(75%)
Task 3 6(75%) 3(37.5%) 6(75%) 4(50%)
Task 4 8(100%) 8(100%) 8(100%) 7(87.5%)
Task 5 8(100%) 8(100%) 8(100%) 6(75%)

components obtained by the proposed method are more rea-
sonable.

To estimate the validity of the extracted temporal response,
we examined whether each task can be significantly detected
on the back-reconstructed time course of each subject.
Within each back-reconstructed time course, we compared
the BOLD level during task and fixation blocks and deter-
mined whether a significant difference exists between the task
block and baseline (two-sample t-test, = 0.05). If the com-
ponent is task-related, the difference should be significant for
all subjects. Table 2 provides the number of subjects for which
the difference is significant. As shown in the table, for both
pairs of components, the percentage our method achieves
when detecting significant differences is higher on every task
and every subject. The results indicate that the time courses
obtained by the proposed method both correspond better with
the task paradigm and are easier to interpret.

V. CONCLUSION

The main goal of this study was to improve the
multisubject data analysis algorithm with a SIM-based
dimension-optimization stage which effectively helps utilize
the useful dimensions after reduction. The comparisons show
that inserting dimensional optimization—notably, at both
subject and group levels—provides overall improvements in
the accuracy and validity of detecting interested components
and enhances the robustness of the method to model order.
In comparison with other multisubject analysis methods, our
SIM-based method, which involves dimensional optimization
at both the subject and group levels, achieves higher accuracy
under different noise conditions.
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