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ABSTRACT Mobile edge computing (MEC) enhances the computing capacity of resources-poor user
equipment (UE) by computational offloading. However, edge clouds suffer from a limited computation
capacity, and thus cannot cater for a large amount of offloading requests in periods of high load. To tackle
this issue, the hierarchical MEC network is proposed and can utilize the vast resources in the backhaul and
backbone networks. Previous studies describe the network layout with a three-tier tree which is not suitable
for the realistic implementation. Meanwhile, the influences brought by network congestion on backhaul
and backbone links are omitted. Thus, we generalize the assumption on the network layout and propose
topology-independent offloading algorithms which can balance the workload over the entire region of the
MEC network. In order to relieve the congestion on the backhaul and backbone networks, the task routing
is incorporated into the offloading optimization, along with the offloading decision, the transmission power
control, and the cloud selection. In order to jointly conduct the offloading optimization, we convert the
offloading problem into a multi-source single-destination routing. A distributed offloading approach (i.e.,
BROA) is developed based on the game theory, in which UE collaborates with each other to minimize the
network cost in terms of energy consumption and latency. We theoretically analyze the efficiency of UE
collaboration and prove that BROA can achieve the globally optimal solution. Furthermore, an approximate
offloading algorithm (i.e., FCOA) is developed which can give a quick solution to adapt to time-varying
environments. We theoretically demonstrate the convergence, the accuracy, and the time complexity of
FCOA.Numerical results show that the proposed algorithms are superior to conventional offloading schemes.

INDEX TERMS Computation offloading, game theory, generalized network layout, hierarchical mobile
edge computing (MEC) network.

I. INTRODUCTION
In the past few years, a large number of resource-hungry
mobile applications have emerged, such as gaming, virtual
reality, and augmented reality. Current mobile terminals,
like smart phones or tablets, endure low capacity on the
storage and computation. Deploying resource-hungry appli-
cations on mobile terminals results in rapid battery depletion.
To tackle this issue, the mobile edge computing (MEC)
technique is proposed and enables user equipment (UE) to
offload intensive mobile computation tasks to nearby clouds.

The associate editor coordinating the review of this article and approving
it for publication was Zhibo Wang.

By leveraging the computational resources on the clouds,
the battery lifetime increases and the computation perfor-
mance of UE is improved. However, the task offloading
results in extra overhead, e.g., additional energy consumption
and latency for the uplink transmission. Thus, advanced
offloading schemes are required to improve the efficiency of
the MEC network.

The conventional MEC network assumes that clouds are
deployed at the edge of the network [1]. Plenty of researches
have been done on offloading optimization, which improves
network performance in terms of energy consumption and
latency [2]–[4]. However, edge clouds suffer from limited
computation capacity, and thus cannot cater for a large
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amount of offloading requests in periods of high load [5].
Recent studies have proposed a hierarchical MEC architec-
ture to tackle this issue [6]. Clouds are deployed in multiple
tiers which correspond to different network layers (i.e., access
layer, aggregate layer, and core layer). Higher tiers consist of
more powerful clouds, and can receive migration tasks from
lower tiers in case of overload. Vast resources in the backhaul
and backbone networks (e.g., data center) can be leveraged.
Formal analysis and results demonstrate the superiority of
the hierarchical MEC network in terms of latency and energy
consumption [7], [8].

Most studies on the hierarchical MEC network use a three-
tier tree to describe the network layout [6]–[9]. The tree
topology can reflect the hierarchy of the mobile network.
However, in real-world implementations, the topology of the
mobile network is more complex since the tree structure
will suffer from some disadvantages, e.g., vulnerability, non-
resilient [10], [11]. Extensional researches have been done
on the topology design and planning, in which the tree model
is usually combined with other structures (e.g., rings) [11].
Practical instances of the mobile network can be found in [12]
which also implies that pure tree structures are not suitable for
realistic implementations. Therefore, a generalized network
topology needs to be considered.

Since the network topologies are generalized, we need to
propose topology-independent offloading algorithms. Previ-
ous studies such as [7], [8] propose offloading algorithms
which improve the offloading performance by migrating
tasks from lower tiers to higher tiers. Tasks are not balanced
inside the tier due to the tree structure (clouds in the same tier
are not directly connectedwith each other).We notice that it is
difficult to define an explicit association between clouds and
tires in generalized network topologies. Thus, the algorithms
in [7], [8] cannot be directly migrated to the cases with gen-
eralized network topologies. The task migrations (or cloud
selection which determines the target clouds of UE) need to
be conducted over the entire region of the network.

Meanwhile, the impacts brought by the resource-constraint
links and network devices in the backhaul and backbone
networks have to be taken into consideration. Previous studies
assume that the transmission latency on the backhaul and
backbone networks are constant regarding the workload [5],
[8], [13]. However, resource-constraint links and network
devices (e.g., switches, routers) are easy to be overloaded in
periods of high load. The congestion will damage the net-
work performance with an increase of transmission delay and
a slowdown of throughput. In hierarchical MEC networks,
the damages would become more significant since the tasks
may experience a long propagation distance [1]. We address
this issue by designing a task routing strategy which allows
the task flows to bypass the congestion links and devices.

It is noticed that the generalization of the network
topology and the incorporation of the task routing will
significantly increase the dimensionality of the offloading
problem. To propose a practical offloading algorithm, sev-
eral challenges need to be addressed. Firstly, the proposed

offloading algorithm needs to work efficiently even in a large-
scale network. Centralized offloading algorithms may not
be suitable because of some drawbacks, e.g., a single point
of failure, overload on the central coordinator. Secondly,
the time-varying UE demands and wireless channel coeffi-
cients require that the proposed algorithm is able to produce
a quick and acceptable solution even with a high-dimensional
solution space. Thirdly, a theoretical performance analysis is
suggested to be given. The theoretical analysis not only can
give a credible assessment on algorithm performance but also
can be used as a basis for the parameters tuning.

To address the above-mentioned issues, we carry out the
following work. We utilize a direct graph to describe the
layout of the hierarchical MEC network so that the proposed
algorithms are topology-independent. The workload is bal-
anced over the entire region of the mobile network through
cloud selection. We incorporate the task routing into the
offloading optimization to emphasize the impacts brought
by the congestion in the backhaul and backbone networks.
Distributed offloading algorithms are proposed based on the
game theory, in which no central coordinators are involved.
To give a quick solution in time-vary environments, we pro-
pose a fast-converged algorithm by introducing an approx-
imate factor. We conduct theoretical analysis on offloading
performance with auxiliary functions which can track global
influences brought by individual UE behaviors. The main
contributions in this paper are listed as follows:
• We formulate the offloading problem in the hierarchical
MEC network to minimize network cost in terms of
energy consumption and latency. A generalized network
topologymodel described by a direct graph is considered
in the proposed offloading problem.

• We jointly consider the optimization on the offloading
decision, the uplink transmission power control, the
cloud selection, and the task routing. To carry out the
optimization in a joint manner, we convert the opti-
mization into a multi-source single-destination routing
problem.

• We propose a distrusted energy-latency aware offload-
ing algorithm (BROA) based on the game theory.
A marginal payoff function is defined so that the col-
laboration among UE can lead to global improvement
on offloading performance. We show that BROA can
achieve a globally optimal solution.

• In order to make the algorithm suitable for the realis-
tic environment, we propose an approximate algorithm
(FCOA) which accelerates the convergence speed. The
convergence, accuracy, and time complexity of FCOA
are theoretically analyzed.

The rest of this paper is organized as follows. We review
the related work on the offloading and introduce the game
theory in Section II. We describe the system model and
formulate the offloading problem in Section III. In Section IV,
we analyze the problem and solve it with a game theory-based
approach. In Section V, we propose an approximate algorithm
FCOA and give a theoretical analysis of its performance.
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Simulation results are shown in Section VI. Finally, we con-
clude the paper in Section VII.

II. RELATE WORK AND BACKGROUND
A. COMPUTATION OFFLOADING
It is generally accepted that MEC will play an important role
in various 5G applications, such as video stream analysis
service [14], augmented reality service [15], [16], IoT appli-
cations [17], connected vehicles [18]. Due to its significant
impacts on the mobile wireless network, MEC obtains a
lot of attention from operators and vendors. European 5G
Infrastructure Public Private Partnership (5GPPP) has recog-
nized the MEC as one of the key emerging technologies for
5G networks [19], [20]. In April 2017, 3GPP has included
supporting edge computing as one of the high-level features
in 5G systems [21].

Initial studies onMEC assume that the clouds are deployed
at the edge of the mobile network, co-located with APs.
In order to minimize energy consumption and latency,
the authors of [22] propose an offloading strategy in a
single-user MEC environment. Similar work has been done
in [23], [24], which take the computation-deadline con-
straints into consideration. The case with multiple servers
is considered in [25], in which the authors formulate the
offloading optimization as a multiple knapsack problem.
Other than the offloading decision, the uplink transmission
power control is considered to further improve the offload-
ing performance [26]. The authors of [27] jointly consider
the offloading decision and physical resource block (PRB)
allocation to minimize the energy consumption of UE in a
multi-user single-server MEC model. Cases with multiple
clouds in heterogeneous networks are considered in [28].
The authors of [29] study the effects brought by booting
and provisioning time of servers. Overheads incurred by
collaboration communication are investigated in [30]. The
offloading gain is further exploited by combining with addi-
tional advanced techniques (e.g., energy harvest [3], wireless
power transfer [4], unmanned aerial vehicle [31]).

The authors of [32] point out that the concept of clouds
in the MEC network is expected to be supported by a 3-tier
network. The vast resources in the backhaul and backbone
networks (e.g., data center) can be leveraged to improve
the offloading gain. The preliminary studies are conducted
in [33]. They introduce a cloud network planning approach
which optimally places the cloud facilities among a given set
of available sites and assigns a set of APs to the clouds.

Motivated by [33], the authors of [6] firstly propose a
hierarchical MEC architecture in accordance with the prin-
ciples of the LTE-advanced network. Clouds are classified
into the edge clouds and the central clouds based on their
proximity to mobile devices. The authors develop an auction-
based algorithm for resource allocation tomaximize the profit
of providers from the economic perspective. Similar work has
been done in [13] which supports the coexistence of central-
ized clouds and edge clouds by integrating the FiWi networks.

Meanwhile, a code partition scheme is proposed in [7] to
minimize the network cost in terms of energy consumption
and overall latency. In order to reduce the average response
time, the authors of [8] develop a workload allocation scheme
which determines the UE-Cloud assignment and the resource
provision. Computational resource allocation on the clouds
are considered in [5] to minimize the operator’s cost and
UE’s energy consumption. It is noticed that the underlying
networks in these studies are described by the tree structure,
which omits the complicacy of the realistic environment.

Other than the optimization on offloading performance,
security is another big issue. The MEC network is essentially
a distributed system which is vulnerable to various attacks.
The attacks can be divided into jamming, DoS, spoofing
attacks, man-in-the-middle attacks, and privacy leakage [34].
To address these security threats, both UE and operators
have to make a number of decisions [35]. UE observes
the received jamming signaling and chooses the offloading
policies (e.g., cloud selection, offloading rate) accordingly.
Some researchers concentrate on the network side. In their
work, the clouds are responsible for the fast detection of
spoofing messages and rogue users [36]. PHY-authentication
technique is used in [37] to provide lightweight protection
against identity-based attacks without leaking UE privacy.

B. ALGORITHM DESIGN
Most studies formulate the MEC offloading problem as
mixed-integer linear programming (MILP) since they assume
the latency and energy consumption on a particular network
element are constant [38].Mixed-integer non-linear program-
ming (MINLP) model is also used when the authors use
precise models [2], [8], [9]. Since the offloading optimization
is often integrated with other techniques, the solution space
of the final problem is high-dimensional. Therefore, it is
difficult to obtain a quick and acceptable answer.

Some researchers use the exhaust algorithm (e.g., enumer-
ation method [39]) or ILP solver (e.g., branch and bound [5],
CPLEX, etc.) to obtain a precise solution. These algorithms
are highly complex and obviously cannot be directly used in
realistic scenarios. Thus, most researchers use the heuristic-
based algorithms (e.g., heuristic search [2], [13], genetic
algorithm, particle swarm optimization, etc.) which reduce
the complexity [31]. The advantage of these algorithms is
that they can offer a quick solution. However, it is hard to
conduct a theoretical analysis for the heuristic algorithms.
Offloading performance cannot be guaranteed. To relieve
this issue, the authors of [40] develop a hybrid algorithm.
The scheduler identifies a set of conditions and builds an
algorithm that performs almost optimally for each condition.
However, the identification of conditions is highly empirical,
which significantly affects the availability of the algorithm.
Sophisticated algorithms, such as reinforcement learning, are
also used in the field of MEC offloading [41]. These algo-
rithms traverse and analyze the problem space to find a better
solution. However, it is still questionable whether the current
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learning algorithm is able to deliver a quick and acceptable
solution in a distributed large-scale problem.

Sometimes, heuristic-based algorithms are integrated with
the decomposing technique, such as [2], [8], [9], [13], [42].
These studies decompose the offloading problem into sub-
problems, such as computation resource allocation, commu-
nication resource allocation, offloading decision, and cloud
selection. Then, the authors conduct the optimization in an
isolated manner which usually results in performance degra-
dation. Additionally, from the perspective of implementa-
tions, most of these offloading algorithms need a centralized
coordinator which is easy to be overloaded in the large-scale
network.

Distributed offloading algorithms have been proposed
based on the non-cooperative game which is a special
branch of game theory [13], [38], [43]. The non-cooperative
game has been widely used to analyze strategic interac-
tions between rational decision-makers. In these game-theory
based algorithms, UE coordinates with each other to achieve a
common goal (e.g., latency, energy consumption). However,
most game theory-based algorithms apply a greedy and self-
ish revision rule for their players, which leads to unexpected
results (e.g., nonconvergence, performance degradation) [44].

C. GAME THEORY
In this paper, we mainly focus on the non-cooperative routing
game which occurs in a multi-commodity flow network [44].
Normally, the network is described by a direct graph
G = {V, E}where V and E are the vertices and edges, respec-
tively. Each player u with a demand ru is associated with a
source-sink pair (vsourceu , vdestu ). We call such pairs as com-
modities, p.s., each player is identified with one commodity.
It is noticed that different players can originate from different
source vertices and travel to different sink vertices.We useFu
to denote the feasible vsourceu –vdestu paths of the network and
define F = ∪Fu. We allow G to contain parallel paths and
a vertex can participate in multiple source-sink pairs. Each
vertex and edge incurs a routing cost which increases with
their congestion. The cost of the path is defined as the sum of
the routing cost of the constituent vertices and edges. In the
routing game, each player attempts to minimize its routing
cost.

There are two types of routing game, i.e., nonatomic rout-
ing and atomic routing [44], [45]. In the nonatomic routing,
each commodity represents a large population of individuals,
each of whom controls a negligible amount of traffic. In the
atomic routing, each commodity represents a single player
who must route a significant amount of traffic on a single
path. The nonatomic routing is used in Section IV to analyze
the offloading performance of BROA. Players change the
amount of traffic on separate paths to improve their utilities.
In Section V, we use atomic routing game to analyze the
influences brought by the approximate factor.

The equilibrium is a proposed solution of a game [44].
At the point of the equilibrium, no player has something to
gain by changing only their own strategy. The major concerns

in the field of the routing game are the existence and effi-
ciency of the equilibrium. To tackle this issue, we use the tools
in the field of the potential game [46]. A game is said to be a
potential game if the incentive of all players to change their
strategy can be expressed using a single global function called
the potential function. Since the incentives of all players are
mapped into one function, the set of equilibrium can be found
by locating the local optima of the potential function. The
convergence property of an iterated game and the efficiency
of the equilibrium can be analyzed by studying the potential
function.

III. SYSTEM MODEL AND PROBLEM FORMATION
A. NETWORK MODEL
We adopt the networkmodel illustrated in Figure 1. It consists
of UE (i.e.,U), APs (i.e.,B), aggregate nodes, core nodes, and
MEC servers (or clouds). In the hierarchical MEC network,
the clouds at the edge of the network are called edge clouds
while the others are central clouds. UE can either offload
their computation tasks to the remote clouds or process them
locally. The notions about the system model in this section
are listed in Table 1.

FIGURE 1. The MEC network with heterogeneous clouds.

We consider a generalized network topology, which is
described by a direct graph, G = {V, E}. V and E are the sets
of network elements (NEs) and links, respectively. We map
the physical appliances to different NEs based on their func-
tions. NEs consist of the processing units (i.e., Vmec) and
forwarding units (i.e., V rou). The processing units provide
MEC services and the forwarding units perform the traffic
directing functions. E consists of wired links which connect
the NEs.

UE accesses the network with the orthogonal multiple
access (OMA) technique. Each UE, u ∈ U , is equipped
with a single antenna with multiple transmission power
levels. The transmission power level is denoted as M =

{1, · · · ,M}, where m ∈M corresponds to a fixed transmis-
sion power pu,m. The capacity of wireless channels from u to
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TABLE 1. Notions of the system model.

b ∈ B under pu,m is represented as

Ku,m = Boma
u log2(1+

pu,m
∣∣hu,b∣∣2

0 · σ 2 ), (1)

where hu,b and σ 2 are the coefficient of the fading channel
and the power of white noise, respectively. Boma

u is the spec-
trum bandwidth and 0 ≥ 1 is a constant accounting for the
gap from the channel capacity due to a practical coding and
modulation scheme.

B. USERS AND TASK FLOWS
A UE, u ∈ U , generates the computational tasks that arrive at
the rate of ωu. The data size of a task is L. Each task has
a required CPU cycle of κ per bit. UE can either offload
their tasks to the processing units within their converge
(D, measured by hops) or process it locally.

We consider the data-partition model for the offloading,
in which the tasks are bit-wise independent and can be arbi-
trarily divided into different groups and executed by different
entities in MEC systems [1]. We use xu = {xu,m}m∈{0}∪M to
represent the offloading decision, where xu,m is the ratio of
the tasks offloaded with power pu.m. Accordingly, we have∑|M|

m=0 xu,m = 1. The offloading decision of the entire net-
work is denoted as X = {xu}u∈U .
We use F to denote the feasible paths from UE to pro-

cessing units. A path, f ∈ F , consists of a sequence of
forwarding units (e.g., APs, routers), a series of links and a
processing unit. We use Y = {yu}u∈U to denote a flow, where
yu = {yu,f }f ∈F is nonnegative vector indexed by F . yu,f is
the ratio of tasks which come from u and choose the path f .
Given a flow Y , the aggregate loads on NEs (i.e.,wj) and links
(i.e., we) are represented as

wj =
∑
u∈U

∑
{f :j∈f }

yu,f ωuL, ∀j ∈ V, (2)

and

we =
∑
u∈U

∑
{f :e∈f }

yu,f ωuL, ∀e ∈ E . (3)

C. ENERGY CONSUMPTION AND AVERAGE
RESPONSE TIME
The models in this section are mainly adopted from [1].
We assume that the energy is mainly consumed by the wire-
less transmission and the task processing.

The energy consumption on j ∈ Vmec is represented as

Ej (X,Y) = αEmax
j + (1− α)

Emax
j

Kmec
j

wjκ, (4)

where Emax
j is the energy consumption of a fully-utilized

server and α is the fraction of the idle energy consumption.
Kmec
j represents the maximum computation capacity of j,

measured by CPU cycles per time slot.
The energy consumption for local computing is denoted as

Ecomp
u (X) = xu,0ωu · ςuκL · K 2

u,0, ∀u ∈ U , (5)

whereKu,0 is the maximum capacity of local computing on u.
ςu is a constant related to u’s architecture.
The energy consumption motivated by the wireless trans-

mission is represented as

E trans
u (X) =

∑
m∈M

(
xu,mωu

pu,mL
Ku,m

)
, ∀u ∈ U . (6)

The task response time consists of the transmission delay
and processing delay. The transmission delay is incurred
by V rou, E and wireless channels. The processing delay is
motivated by Vmec and UE’s local computing.

We represent the overall latency on the wired link e ∈ E
as Dcomm

e (X,Y) = we/K link
e , where K link

e stands for the
capacity of e.
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For the transmission latency on V rou, we adopt a linear
latency model since buffer utilization and packet loss
increases as the bitrate grows [47]. The overall transmission
latency on j ∈ V rou is expressed as

Dcomm
j (X,Y) =

(
ξj,1wj + ξj,2

)
wj, (7)

where ξj,1 and ξj,2 are parameters for the linear model,
depending on the characteristic of j.
We represent the overall transmission latency on wireless

channels as Dcomm
u,m (X) = xu,mωu · L/Ku,m.

We assume that the resources on the processing units are
managed in the form of VMs. Thus, we represent the overall
latency on j ∈ Vmec in (8) [48].

Dcomp
j (X,Y) =

ξj,3

Kmec
j

(
1+

ξj,4wj
Kmec
j

)
wj, (8)

where ξj,3 and ξj,4 are constants associated with j’s structure,
e.g, the number of virtual machines (VM).

The overall processing latency on UE is given by

Dcomp
u (X) = xu,0ωu

κL
Ku,0

, ∀u ∈ U . (9)

D. PROBLEM FORMATION
In this paper, we focus on the minimization of the network
cost incurred by energy consumption and overall response
time. The energy consumption cost, E (X,Y), is represented
as

E (X ,Y ) = γe
∑
j∈Vmec

[
αEmax

j + (1− α)Emax
j

κwj
Kmec
j

]
+ (1− γe)

∑
u∈U

xu,0ωu · ςuκL · K 2
u,0

+ (1− γe)
∑
u∈U

∑
m∈M

xu,mωu
pu,mL
Ku,m

, (10)

where γe reflects the relative importance of energy consump-
tions between UE and the network. The expected overall
response time D (X,Y) is represented as

D (X ,Y ) =
∑
e∈E

we
K link
e
+

∑
j∈V rou

wj
(
ξj,1wj + ξj,2

)
+

∑
j∈Vmec

ξj,3

Kmec
j

(
1+

ξj,4wj
Kmec
j

)
wj

+

∑
u∈U

[
xu,0ωu

κL
Ku,0
+

∑
m∈M

(
xu,mωu

L
Ku,m

)]
.

(11)

Then, we define the network cost, 8(X,Y), in (12).

8(X,Y) = γdE (X,Y)+ (1− γd )D (X,Y) , (12)

where γd is the coefficient which identifies the relative impor-
tance between the overall response time and the energy con-
sumption. It is also noticed that (12) can be considered as

a weighted sum approach of a general multi-objective opti-
mization problem, i.e., minimizing E (X,Y) and D (X,Y).
We consider the computation offloading in hierarchical

MEC network from the following aspects: 1) the offload-
ing decision of the tasks; 2) the UE uplink transmission
power control; 3) the association and routing between UE
and clouds. Thus, we formulate the computation offloading
problem in P1.

P1 : min
X,Y

8(X,Y) (13a)

s.t. wv ≤ Bbwv , ∀v ∈ V rou (13b)

we ≤ Bbwe , ∀e ∈ E (13c)

κwj ≤ Kmec
j , ∀j ∈ Vmec (13d)

κxu,0ωuL ≤ Ku,0, ∀u ∈ U (13e)

|f | ≤ D, ∀f ∈ F (13f)
M∑
m=0

xu,m = 1, ∀u ∈ U (13g)

xu,m ≥ 0, ∀u ∈ U (13h)∑
m∈M

xu,mωu =
∑
f ∈F

yu,f , ∀u ∈ U . (13i)

Constraints (13b) and (13c) guarantee that the aggregated
bandwidth consumptions on V rou and links are less than
its maximum capacity (i.e., Bbwv ,B

bw
e in bps, respectively).

Constraint (13d) and (13e) guarantee the workloads on the
clouds and the UEwould not exceed their maximum capacity.
Constraint (13f) gives a maximum hop constraint for the task
flows. Constraint (13g), (13h), and (13i) give the mathemati-
cal completeness of X and Y .

IV. THE GAME THEORY-BASED APPROACH FOR
ENERGY-EFFICIENT OFFLOADING
A. ANALYSIS OF THE ENERGY-EFFICIENT OFFLOADING
PROBLEM
In this section, we convert P1 into a routing problem so
that the offloading decision, the transmission power con-
trol, the task routing, and the cloud selection can be jointly
optimized. The key notions in the following sections are
abstracted in Table 2.

We extend G into G = {V, E}. An instance of G and G
are shown in Figure 2(a) and (b), respectively. As shown
in Figure 2, we decompose each physical UE (dashed rect-
angles) into following parts, i.e., a vertex representing the
task source (rectangles with baby blue), a vertex represent-
ing the local computing (V lc, marked by hexagons), and
vertices representing the different transmission power levels
(Vp, marked by circles). A virtual destination (vdest) is intro-
duced so that all commodities can share the same destination.
Then, we have V = V ∪ V lc

∪ Vp
∪ vdest. Four types of

edges are added to get a path from the task sources to vdest:
1) edges inside the UE which links the tasks sources to their
V lc and Vp; 2) edges among V lc and vdest, 3) edges among
Vmec and vdest; 4) edges among Vp and their available APs.
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TABLE 2. Notions of the proposed games.

FIGURE 2. Graphs for the energy-latency aware offloading problem.

It is noticed that G is compliant to any network configuration
by adding/deleting/modifying vertices and edges.

We define a nonatomic routing procedure in G. Each task
source tries to route its demand ωuL to vdest. The vertices and
edges along the path will introduce a routing cost. We use
δrouv , δmec

v , δlcv , δ
p
v as {0, 1} indicators for V rou, Vmec, V lc, Vp,

e.g., δrouv = 1,∀v ∈ V rou, vice versa. Similarly, we use
δEe to indicate whether e is in G or not. we and wv are
used to denote the aggregate loads on edges and vertices,
respectively. The routing cost of an edge e is defined cτe (we) =
γdweδEe /K

link
e , e ∈ E andK link

e = ∞,∀e ∈ E \E . The routing
cost incurred by vertices consists of two parts, i.e., csysv (wv)
and cτv (wv), which are defined in (14) and (15), separately.

csysv (wv) = γd · γe (1− α)Emax
v

κ

Kv
δmec
v

+ γd (1− γe) ςuκK 2
u,0δ

lc
v

+ γd (1− γe)
pu,m
Ku,m

δ
p
v , v ∈ V (14)

and

cτv (wv) = (1− γd )
(
ξv,1wv + ξv,2

)
δrouv

+ (1− γd )
ξj,3

Kmec
j

(
1+

ξj,4wj
Kmec
j

)
δmec
v

+ (1− γd )
κ

Ku,0
δlcv +

(1− γd )
Ku,m

δ
p
v , v∈V (15)

It is noticed that for link e ∈ E , cτe (we) equals the
expected latency when the task flows travel through. For
v ∈ Vmec

∪ V lp, csysv (wv) equals the energy consumption and
cτv (wv) equals the processing time. For v ∈ Vp, csysv (wv) and
cτv (wv) equal the energy cost and the latency cost owing to the
wireless transmission.

Then, finding an optimal solution in P1 is equivalent to
finding an optimal routing strategy in G with the minimum
routing cost. The task flows passing through different vertices
represent different strategies for offloading. We rewrite the
objective function, 8(X,Y), as

8(X,Y) =
∑
v∈V

wvc
sys
v (wv)+

∑
v∈V

wvcτv (wv)

+

∑
e∈E

wecτe (we)+
∑

v∈Vmec

γdγeαEmax
v . (16)

Here, we use an example to make the content clearer.
We use a network instance in Figure 2(a) which consists of
two UE (i.e., UE1 and UE2), three APs (i.e., FA, FB, FC ) and
a data center (i.e., MC ). UE1 is covered by both FA and FC
while UE2 can only connect to FC . In APs, FB is a pure AP
while FA and FC are APs equipped with clouds (MA and MC ,
respectively). FD is a forwarding unit (e.g., switch) in the
core network, connecting FA, FB and MB. The corresponding
extended graph, G, is shown in Figure 2(b). We assume
that each UE has three different transmission power
levels.
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Umar
u,f (s)=

∑
v∈Vmec∩f

γdγe (1− α)Emax
v

κ

Kmec
v
+ (1− γd )

2
ξj,3ξj,4wj(
Kmec
j

)2 + ξj,3

Kmec
j


+ ∑

v∈V rou∩f

(1− γd )
(
2ξv,1wv + ξv,2

)
+

∑
v∈V lc∩f

(
(1− γe) γdςuκK 2

u,0 + (1− γd )
κ

Ku,0

)
+

∑
v∈Vp∩f

(
γd (1− γe) pu,m + (1− γd )

Ku,m

)
+

∑
e∈E∩f

1− γd
K link
e

. (17)

We focus on the offloading strategy of UE1. In G, UE1
needs to route its demands (tasks) to the vdest. Two feasible
paths (the dashed lines in blue) are shown in Figure 2 (b).
The path on the left (passing through LA) represents the local
processing manner. The path {S1,PA,FA,FB,FC ,MB, vdest}
(on the right side) represents an offloading strategy. This
strategy implies that UE1 firstly transmits the tasks to FA with
power level PA. Then, the network routes the tasks along the
path {FB,FC ,MB} and deliver the tasks to the data centerMB.
It can be seen that the path selection of UE affects 8(X,Y)
through changing the network congestion.

We extend F to represent the feasible paths in G. The flow
in G is denoted as s = {su}u∈U , where su = {su,f }f ∈F .
Similarly, su,f is the portion of tasks which come from u
and choose the path f . For simplicity, we represent 8(X,Y )
in (16) as a function regarding s, i.e. 8(s).

B. THE PROPOSED ENERGY-LATENCY AWARE
OFFLOADING GAME
We defined an offloading game, denoted as G =

{U ,S,U(s)}, where U , S, and U(s) are the player set,
the strategy space, and the payoff function, respectively. U
consists of UE which has a demand ru = ωuL. The strategy
space contains all the feasible flow in G. We design the pro-
posed game with the marginal payoff function. The marginal
payoff function represents additional utility caused by a new
player when the other players’ actions are given. In our game,
the payoff function is defined as U(s) = {Umax

u,f (s)}u∈U ,f ∈F ,
where Umax

u,f (s) is represented in (17), as shown at the top
of this page. Umar

u,f (s) consists of two major terms: 1) the
power pricing consisting of additional energy consumption
when u chooses f ; 2) the latency-aware utility motivated by
additional response time.

In the proposed game, the players select the feasible flow
with the minimum marginal cost. We use the best response
dynamics to describe how s evolves over time. The dif-
ferential inclusion describes the tendency of su, which is
represented as

ṡu ∈ Vu (s) = Bu (s)− su, (18)

where Bu (s) is the mixed best response correspondence [49].

C. THE PROPERTY OF THE GAME EQUILIBRIUM
In this section, we analyze equilibrium properties of
the offloading game, including the convergence and the
efficiency.

Theorem 1: The game with the marginal payoff function
defined in (17) is a potential game. The potential function is
φ (s) = 8(s)−

∑
v∈Vmec γdγrαEmax

v .
Proof: The nonatomic routing games are indeed poten-

tial games with the potential function defined as

φ (s) =
∑
v∈V

wv∫
0

crv (z) dz+
∑
e∈E

we∫
0

cre (z) dz, (19)

where crv(·) and cre(·) is the cost motivated by the payoff
function on v ∈ V and e ∈ E [44]. In our offloading game,
cre(we) =

1−γd
K link
e
δEe and crv(wv) is represented in (20), as shown

at the top of the next page.
Therefore, to prove Theorem 1, it is sufficient to check

whether φ (s) = 8(s)−
∑

v∈Vmec γdγeαEmax
v . We have∫ wv

0
crv(z)dz = wvc

sys
v (wv)+ wvcτv (wv) , ∀v ∈ V, (21)

and ∫ we

0
cre(z)dz = wecτe (we) ,∀e ∈ E . (22)

By summing up all terms in V and E , we can deduce
φ (s) = 8(s)−

∑
v∈Vmec γdγeαEmax

v . �
Theorem 2: The equilibrium of the proposed game, s,

is the globally optimal solution regarding 8(s).
Proof: We have shown that the proposed game is a

potential game. Since s is the equilibrium of the game, we can
deduce that s satisfies the Karush-Kuhn-Tucher (KKT) con-
ditions of the problem which locally minimizes the potential
function φ(s) [49]. Now, we prove the local minimizer of
φ(s) is a globally optimal solution of8(s). First, wvc

sys
v (wv),

wvcτv (wv), and wecτe (we) are convex functions regarding
wv and we. Meanwhile, wv and we are linear combina-
tions of s. Then, φ (s) is a convex function regarding s.
Thus, we can deduce that s is the globally optimal solution
of φ(s). Since 8(s) = φ (s) +

∑
v∈Vmec γdγeαEmax

v and∑
v∈Vmec γdγeαEmax

v is a constant, we can conclude that s is
a globally optimal solution of 8(s). �
According to the definition, s is a mixed strategy Nash

equilibrium. The existence of s is guaranteed since the
mixed strategy Nash equilibrium always exists [49]. The
convergence of the game under the best response dynam-
ics (18) could also be ensured. The reason is that the best
response dynamic satisfies the properties of the positive cor-
relation (PC) and the Nash stationarity (NS) [49]. The PC
and NS guarantee that the equilibrium of the game coincides
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crv(wv) = (1− γd )
(
2ξv,1wv + ξv,2

)
δrouv +

[
γdγe (1− α)Emax

v
κ

Kmec
v
+ (1− γd )

(
2
ξj,3ξv,4wv(
Kmec
v

)2 + ξv,3

Kmec
v

)]
δmec
v

+

[
(1− γe) γdςuκK 2

u,0 + (1− γd )
κ

Ku,0

]
δlcv +

γd (1− γe) pu,m + (1− γd )
Ku,m

δ
p
v (20)

with the stationary point of (18). Thus, the behaviors of
players under the best response dynamics eventually lead to
the equilibrium of the game. The detail information can be
found in [49].

D. THE PROPOSED GAME THEORY BASED ALGORITHM
We have shown the existence and the convergence of the
game equilibrium. Meanwhile, Theorem 2 has shown that
the behaviors guided by the marginal payoff function result
in global improvement. Thus, we propose an energy-latency
aware offloading algorithm based on the proposed offloading
game, which is shown in Algorithm 1.

Algorithm1Best Response-BasedOffloadingAlgorithm
(BROA)

Each AP b ∈ B :
while True do

Collect the information for U ap
b,f (s)

Compute U ap
b,f (s),∀f ∈ {f : b ∈ f }

Broadcast U ap
b,f (s)

end

Each UE u ∈ U :
Initialize virtual tasks I
Assign feasible routes for I randomly
Report su to the network
while Not converged do

for Each i ∈ I do
Access the information from AP b ∈ B
Calculate Umar

u,f (s),∀f ∈ Fu

Set f ∗ = arg minf Umar
u,f (s)

if Umar
u,f ∗ (s) ≤ U

mar
u,sviri

(s) then

Update sviri , su and report su to the network
end

end
end

In Algorithm 1, players collaborate with each other to
find the equilibrium of the offloading game. Usually, it is
hard to find a mixed strategy Nash equilibrium with high-
dimensional action space [50]. Thus, we use the atomic rout-
ing to approximate the equilibrium of G. For each player,
a set of virtual tasks (Iu) is introduced and I = ∪uIu. The
length of virtual tasks in Iu is initialized as rviri = ωuL/|Iu|.
In order to ensure the optimality of the results, we set |Iu| ≥√
|Fu|,∀u ∈ U [46]. During each iteration in BROA, i ∈ I

picks a feasible path sviri ∈ F with minimum cost. We use

svir = {sviri }i∈I to denote the joint strategies of virtual tasks.
When svir converges, s could be obtained. Then, UE can
deduce X and Y based on s.
To improve the scalability of the network, BROA works in

a distributed manner. We introduce two roles, i.e., APs and
UE. Each AP, b ∈ B, calculates U ap

b,f (s),∀f ∈ {f : b ∈ f }
in (23) and broadcasts the results in its coverage.

U ap
b,f (s)=

∑
v∈Vmec∩f

γdγe (1− α)Emax
v

κ

Kmec
v
+

∑
e∈E∩f

1− γd
K link
e

+

∑
v∈V rou∩f

(1− γd )
(
2ξv,1wv + ξv,2

)

+

∑
v∈Vmec∩f

(1− γd )

2
ξj,3ξj,4wj(
Kmec
j

)2 + ξj,3

Kmec
j

.
(23)

Once UE receives the information, including U ap
b,f (s) and

channel coefficients, Umar
u,f (s) can be calculated. Then, each

UE sequentially revisits the virtual tasks’ strategies, which
in return changes the network congestion. A stable network
state is reached when all virtual tasks adopt their optimal
paths. It can be observed that the calculations in BROA are
carried out in a distributed manner, which is a preferred
feature in a large scale network.

V. IMPROVEMENT BASED ON THE APPROXIMATE
FACTOR
In this section, we propose an approximate algorithm FCOA
to accelerate the convergence speed of BROA. A long conver-
gence time of BROA results in additional costs, e.g., signal
overheads, energy consumption.We evaluate the convergence
speed in terms of overall re-routing times. In this paper,
re-routing means a path switching (or strategy revisiting) of
virtual tasks.

The proposed FCOA is detailed in Algorithm 2, in which
we introduce an approximate factor β (β ≥ 1). The approx-
imate factor builds a barrier for the path switching. Virtual
tasks would stick to the current paths when the cost-saving
(of a new path) is tiny.

In order to track the performance of FCOA, we define the
game Gvir

= {I,F ,Uvir(svir)}, in which players are virtual
tasks. Each player i chooses its strategy sviri from feasible
paths inF . Here, we emphasize that sviri is a path. The current
strategy profile of I is denoted as svir = {sviri }i∈I . The payoff
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Algorithm 2 The Fast-Converged Offloading Algorithm
(FCOA)

Each AP b ∈ B :
while True do

Collect the information for U ap
b,f (s)

Compute U ap
b,f (s),∀f ∈ {f : b ∈ f }

Broadcast U ap
b,f (s)

end

Each UE u ∈ U :
Initialize virtual tasks I
Assign feasible routes for I randomly
Report su to the network
while Not converged do

for Each i ∈ I do
Access the information from AP b ∈ B
Calculate Umar

u,f (s),∀f ∈ Fu

Set f ∗ = arg minf Umar
u,f (s)

if β · Umar
u,f ∗ (s) ≤ U

mar
u,sviri

(s) then

Update sviri , su and report su to the network
end

end
end

function in Gvir is rewritten as

Uvir
i (sviri , s

vir
−i)=r

vir
i

 ∑
v∈V∩sviri

crv (wv)+
∑

e∈E∩sviri

cre (we)

 (24)

We adopt β-improving deviation in FCOA. A virtual task i
switches to another path s̃viri if and only if (25) holds.

β · Uvir
i

(̃
sviri , s

vir
−i

)
≤ Uvir

i

(
sviri , s

vir
−i

)
(25)

We define the social cost of Gvir as

C(svir) =
∑
i∈I

Uvir
i (svir)

=

∑
v∈V

wvcrv (wv)+
∑
e∈E

wecre (we). (26)

Theorem 3: The FCOA algorithm converges with any ini-
tial state svirinit.

Proof: In order to prove the convergence, we introduce
an auxiliary function g(svir) represented as

g
(
svir
)
= C

(
svir
)
+W

(
svir
)
, (27)

where

W
(
svir
)
=

∑
i∈I

∑
v∈V∩sviri

rviri crv
(
rviri

)
+

∑
i∈I

∑
v∈V∩sviri

rviri cre
(
rviri

)
. (28)

Suppose a virtual task i ∈ I re-routes to s̃viri when it
currently adopts sviri . We can deduce that

1g(sviri , s
vir
−i) = g(̃sviri , s

vir
−i)− g(s

vir
i , s

vir
−i)

(a)
= 2rviri

[
Uvir
i

(̃
sviri , s

vir
−i

)
− Uvir

i

(
sviri , s

vir
−i

)]
(b)
< 0, (29)

where (a) holds since Uvir
i (·) is an affine function [45].

(b) holds due to the β-improving deviation. (29) shows
that the re-routing of virtual tasks in FCOA monotonously
decreases g(svir) from any initial state. We use g(svir) as
the Lyapunov function. Since g(svir) is lower bounded (i.e.,
g(svir) ≥ 0), we can conclude that FCOA converges from any
initial state according to Lyapunov stability theorem. �
Theorem 4: FCOA converges to an equilibrium svir from

svirinit in O
(

1
δ
(
mini

{
rviri

})2 ( β
β−1

)
log

(
g
(
svirinit

)
g
(
svir
))) times of re-

routing, where δ is a constant represented in (30), as shown
at the bottom of this page.

Proof: First, we can have the following inequation due
to the definition of W (svir),

W
(
svir
)
=

∑
i∈I

rviri

 ∑
v∈V∩sviri

crv
(
rviri

)
+

∑
e∈E∩sviri

cre
(
rviri

)
≤

∑
i∈I

Uvir
i

(
svir
)
≤ C

(
svir
)
. (31)

Thus, we have

C
(
svir
)
≥

1
2
g
(
svir
)
. (32)

Suppose a virtual task i ∈ I applies the β-improving
deviation from svir to s̃vir. We have

1i

(
svir
)
= Uvir

i

(
svir
)
− Uvir

i

(̃
svir
)

≥

(
1−

1
β

)
Uvir
i

(
svir
)
. (33)

Additionally, we can deduce

Uvir
i

(
svir
)

C
(
svir
) ≥ min

i
{rviri } · δ, ∀i ∈ I. (34)

δ =

min
{

min
v∈Vmec

{
γdγe (1− α)Emax

v
κ

Kmec
v
+ (1− γd )

ξj,3
Kmec
j

}
, min
v∈V lp

{
(1− γe) γdςuκK 2

u,0 + (1− γd )
κ
Ku,0

}}
∑
v∈V

[
Bbwv · crv

(
Bbwv

)]
+
∑
e∈E

[
Bbwe · cre

(
Bbwe

)] (30)
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Combined with 1g
(
svir
)
= 2 rviri 1i

(
svir
)
[45], we have

1g
(
svir
)
≥ 2min

{
rviri

}
1i

(
svir
)

≥ 2min
{
rviri

}2
δ

(
1−

1
β

)
C
(
svir
)

≥ min
{
rviri

}2
δ

(
1−

1
β

)
g
(
svir
)
. (35)

Therefore, the value of auxiliary function g(·) at svir can be
represented as

g
(
svir
)
≤ [1− Q]Ng

(
sinitvir

)
, (36)

where Q =
(
min

{
rviri

})2
δ
(
1− 1

β

)
. From the equation

above, the upper bound of steps follows by (37).

O

(
1

δ
(
min

{
rviri

})2 ( β

β − 1

)
log

(
g
(
svirinit

)
g
(
svir
) )) . (37)

�
Theorem 5: The efficiency of the FCOA algorithm admits

at least

φ
(
svir
)

φ
(
ŝvir
) ≤ (3+√5)β, (38)

where svir and ŝvir denote the equilibrium of Gvir and the
globally optimal solution, respectively.

Proof: Since crv (we) and c
r
e (we) are linear functions,

we re-write them as crv (wv) = avwv+bv and cre (we) = aewe+
be, where

av = 2 (1− γd ) ξv,1δrouv + 2 (1− γd )
ξv,3ξv,4(
Kmec
v

)2 δmec
v , (39)

bv = (1− γd ) ξv,2δrouv

+

[
γdγe (1− α)Emax

v
κ

Kmec
v
+ (1− γd )

ξv,3

Kmec
v

]
δmec
v

+

[
(1− γe) γdςuκK 2

u,0 + (1− γd )
κ

Ku,0

]
δlcv

+
γd (1− γe) pu,m + (1− γd )

Ku,m
δ
p
v , (40)

and

ae = 0, be =
(1− γd )δEe
K link
e

. (41)

By the definition of C
(
svir
)
and φ

(
svir
)
, we can deduce

φ
(
svir
)
≤ C

(
svir
)
≤ 2φ

(
svir
)
. (42)

Since a virtual task i would not switch to ŝvir when it
chooses svir, we have∑
v∈V∩svir

crv (wv)+
∑

e∈E∩svir
cre (we)

≤ β

 ∑
v∈V∩̂svir

crv
(
wv + rviri

)
+

∑
e∈E∩̂svir

cre
(
we + rviri

) ,
(43)

where wv and we is the aggregate traffic loads on v and e at
svir. We multiply the inequality by rviri for each i. Summing
up the resulting |I| inequalities, we obtain

C
(
svir
)
≤ β

∑
i∈I

rviri

∑
v∈V∩ŝvir

[
av
(
wv + rviri

)
+ bv

]
+β

∑
i∈I

rviri

∑
e∈E∩ŝvir

[
ae
(
we + rviri

)
+ be

]
≤ β

∑
i∈I

rviri

∑
v∈V∩ŝvir

[
av
(
wv + ŵv

)
+ bv

]
+β

∑
i∈I

rviri

∑
e∈E∩ŝvir

[
ae
(
we + ŵv

)
+ be

]
≤ β

∑
v∈V

[
av
(
wv + ŵv

)
+ bv

]
ŵv

+β
∑
e∈E

[
ae
(
we + ŵv

)
+ be

]
ŵe

= β · C
(̂
svir
)
+ β

∑
v∈V

avwvŵv +
∑
e∈E

aeweŵe

 ,
(44)

where ŵv and ŵe is the aggregate traffic loads on v and e
at ŝvir.

Also, we have∑
v∈V

avwvŵv +
∑
e∈E

aeweŵe

≤

√√√√∑
v∈V

avwv
2
√√√√∑

v∈V

avŵv
2
+

√√√√∑
e∈E

aewe
2
√√√√∑

v∈E

aeŵe
2

≤

√
C
(
svir
)√

C
(̂
svir
)
. (45)

Substituting (45) into (44), we can deduce

C
(
svir
)
≤ βC

(̂
svir
)
+ β

√
C
(
svir
)√

C
(̂
svir
)

C
(
svir
)

C
(̂
svir
) − β ≤ β

√
C
(
svir
)√

C
(̂
svir
) . (46)

By solving (46), we have

C
(
svir
)

C
(̂
svir
) ≤ 3β +

√
5β

2
. (47)

Finally, we have

φ
(
svir
)

φ
(
ŝvir
) ≤ (3+√5)β. (48)

�

VI. NUMERICAL RESULTS AND ANALYSIS
We consider a hierarchical MEC network in Figure 1. In this
network, we deploy a number of APs covering an area
of 0.81 km2. The aggregate nodes and core nodes are set
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according to part of Atlanta’s core network [12]. The latency
on the routers is configured as follows to cope for different
scopes: 1∼2ms per task for the aggregation layer and 2∼5ms
per task for the core layer. The capacities of the wired links
are set as 10 Gbps, uniformly. We install an edge cloud for
each AP and set up two central clouds on the core nodes.
We manage the resources on the clouds in the form of VMs.
Each VM is allocated with one CPU core.We list the physical
configurations of the clouds in Table 3. The parameters are
designed according to [27].

TABLE 3. Configuration for the clouds.

The UE is randomly dispersed in the area. The physical
profile of UE is listed in Table 4. The uplink channel gains are
generated using a distance-dependent path loss model given
as L = 140.7+36.7 log10(d/1000) [51] in dB. Each UE runs
an MEC application with the task length equaling 5 Kb. κ is
1500 CPU cycles per bit on default. The UE generates the
task at the speed of 10 or 15 per second, randomly. In both
BROA and FCOA, we set |Iu| = 30 on default.

TABLE 4. Configuration for the UE.

We evaluate the algorithm performance using the
Mento-Carlo method. We compare the proposed algorithms
with the following baselines.
• Local processing (LP): LP processes the tasks in a local
manner. No offloading decision, the uplink transmission
power control, the cloud selection, and the task routing
are involved.

• Edge clouds only (ECO): UE only considers the edge
clouds under this algorithm. The offloading decision,
the uplink transmission power control, and the cloud
selection are involved in ECO.

• Nash-overall: Both edge clouds and central clouds are
taken into consideration. This algorithm solves the opti-
mization problem based on the congestion game, which
is proposed in [52]. In this algorithm, UE selfishly
chooses the path in a greedy manner.

The comparison to LP gives us the offloading gain (net-
work cost improvement) of our proposed algorithms. We use
ECO as a baseline since it can demonstrate the advantages
of the hierarchical MEC architecture. The comparison to
Nash-overall emphasizes the benefits of our marginal payoff
function.

We first validate the algorithm performance with different
weighted factors in (12), i.e., γd and γe.

Figure 3 discusses the impacts of γd . In order to quan-
titatively assess the advantages, we show the network cost
improvement compared to LP in Figure 3(a). Clearly, BROA
dominates the others over the entire region of γd . When γd
equals 1, BROA can decrease the network cost by 94.27%
compared to LP. FCOA also outperforms the conventional
algorithms (e.g., Nash-overall and ECO). It dominates LP
by at least 15.6%. Figure 3(b) verifies that the task latency
in BROA and FCOA monotonously increases with γd . Also,
it can be seen that, among all the algorithms, BROA is more
sensitive on γd . The task latency in BROA increases when
γd is larger than 0.6. However, the other algorithms (FCOA,
Nash-overall, ECO) start to react to γd until γd is above 0.8.
The reason is that BROA can track the global optima in
more accurate manner. Each iteration in BROA can globally
improve the network cost.

FIGURE 3. Algorithm performance under different γd with |U | = 60,
|B| = 2, and γe = 0.3.

Figure 3(c) and (d) tell the energy consumption on the
UE and the clouds, respectively. Take into account these
figures, the offloading ratio in different algorithms can also
be deduced. In our simulation, the clouds are more energy
efficient (about 0.15 Joule per GHz on the central clouds,
0.25 Joule per GHz on the edge clouds) than the local com-
puting manner (2.0 Joule per GHz). Thus, as γd increases,
more tasks are offloaded to save energy, which is illustrated in
Figure 3(c). When γd is above 0.9, nearly all tasks are
uploaded in BROA and FCOA. To further reduce the energy
consumption, UE begins to decrease their transmission
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power. Thus, a sharp point appears at γd = 0.92 in BROA
(γd = 0.98 in FCOA). Figure 3(d) elaborates on how the
tasks migrate on the network side. We can see that, at the
beginning, the energy consumption on clouds continuously
grows. When γd is above 0.96 in BROA (0.98 in FCOA), all
the tasks are offloaded to the network. Since central clouds
are more energy efficient, BROA and FCOA begin to migrate
the tasks from the edge clouds to the central clouds. That is
why energy consumption decreases at γd = 0.96 in BROA
(γd = 0.98 in FCOA).
The offloading problem formulated in our paper can be

seen as a multi-objective optimization. Then, the goal of the
proposed algorithms is to find solutions with high Pareto
efficiency. Therefore, we give the achievable latency-energy
regions in Figure 4(a) and (b) for the UE and the clouds,
respectively. The points in Figure 4 are latency-energy pairs
obtained with different γd . It could be seen that, BROA and
FCOA have advantages compared with the others. When UE
consumes 0.1 Joule energy per second, BROA and FCOA
decrease the latency by 47.5% compared to ECO. Compared
to Nash-overall, the latency reduction is about 18.8%when
UE consumes 0.06 Joule per second. Moreover, from UE’s
perspective, the advantages of the proposed algorithm are
more significant with smaller energy consumption. The rea-
son is that less energy consumed on UE means that more
tasks are offloaded to the clouds. Our proposed algorithms
are more effective than the others on the utilization of cloud
resources owing to the proposed marginal payoff function.
Last but not least, we can see the curves of BROA and
FCOA in Figure 4 almost coincide. It means that these two
algorithms can achieve similar Pareto efficiency.

FIGURE 4. Achievable latency-energy region with |U | = 60, |B| = 2, and
γe = 0.3.

Now, we focus on the impacts of γe which indicates
the relative importance of energy consumption on the UE.
In Figure 5(a), the energy consumption on the UE
monotonously increases with γe. The tendency implies that
with a bigger γe, more tasks will be processed locally. The
changes of latency curves in Figure 3(b) can be explained
by the variations of offloading portion. We can see that as γe
increases, the latency in BROA, FCOA, and ECO decreases
firstly and then increases. The reason is that the processing
latency per task on UE is a constant, i.e., 75ms. Meanwhile,
the processing latency on edge clouds and central clouds are
at least 25 ms and 9.3 ms, depending on their workload. Thus,

FIGURE 5. Algorithm performance under different γe with |U | = 60,
|B| = 2, and γd = 0.9.

theminimum task latency is achieved only when a proper por-
tion of tasks is offloaded. In BROA (or FCOA), the minimum
latency is achieved when γe equals 0.73 (or 0.45). We can
also see that latency variations in ECO over γe is not as
large as the cases in BROA and FCOA since ECO can only
leverage the resources on the edge clouds. Nash-overall does
not share a similar tendencywith the other algorithms since its
greedy revision rule cannot ensure to bring the performance
improvement on the network cost.

To verify the effectiveness of the proposed algorithm under
various circumstances, we conduct the simulations with dif-
ferent system settings, including K link

e and κ .
Figure 6 shows the algorithm performance with different

link capacities (K link
e ). Figure 6(a) demonstrates that cloud

utilization increases withK link
e . The reason is straightforward.

The increase on K link
e means that the cost motivated by trans-

mission decreases. In this case, UE tends to offload more task
which raises cloud utilization. Figure 6(b) plots the network
cost improvement compared to LP. We can see that BROA
and FCOA have advantages. Their network cost reduction
is positively correlated with the cloud utilization. The cor-
relation indicates the proposed marginal payoff function can
properly schedule the resources on clouds. On the other hand,
Nash-overall cannot efficiently use cloud resources. When
K link
e equals 0.1 Mbps, its network cost is even larger than

the LP. Finally, the operators need to notice that when the
link capacity exceeds 100 Mbps, additional bandwidth on
backhaul links brings little offloading gains. It provides a
decision basis for network planning.

FIGURE 6. Network performance with different link capacity on the
backhaul and backbone networks. We set |U | = 60, |B| = 2, γe = 0.3,
and γd = 0.9.
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Figure 7 demonstrates network cost variations affected
by κ . Figure 7(a) shows that the offloading ratio curves of
BROA, FCOA, and ECO share a similar tendency. Initially,
the offloading ratio is zero. Then, it increases. After arriving
at a maximum point, it monotonously decreases. To simplify
our explanations, we measure the workload in terms of CPU
cycles. The network cost motivated by processing a unit
workload is a constant with respect to κ . Meanwhile, the cost
for transmitting a unit workload is proportional to 1/κ . When
κ is small, the transmission cost is relatively high, which
prevents the UE to offload the tasks. Thus, at this time,
the offloading ratio is zero. As κ increases, the task offload-
ing becomes more and more cost-efficient. In this period,
the offloading ratio increases.When κ is larger, the clouds are
overloaded, which reduces the offloading ratio. Figure 7(b)
plots the network cost decreased due to utilizing the net-
work resources. Apparently, BROA and FCOA outperform
the others. Unlike the greedy rules in Nash-overall, the pro-
posed marginal payoff function in these two algorithms can
efficiently utilize the resources on the clouds to decrease the
network cost. ECO is dominated since BROA and FCOA can
use the resources in the backhaul and backbone networks.

FIGURE 7. Network performance under κ with |U | = 60, |B| = 2,
γe = 0.3, and γd = 0.8.

Table 5 and 6 emphasize the impacts of β. Table 5 com-
pares the convergence speed of different algorithms in terms
of re-routing times. Clearly, it shows that FCOA takes a
significant advantage compared to BROA and Nash-overall.
It can be seen that FCOA speeds up the convergence by at
least 72.1% under 50 UE when β = 1.2. Also, the superiority
of FCOA increases with β. For example, when β varies
from 1.2 to 1.6, the advantage grows from 72.1% to 84.4%.
Moreover, Table 5 indicates that the benefits introduced by
β increases with the number of UE. FCOA can only reduce

TABLE 5. The overall re-routing times during the convergence.

the re-routing times by 51.8% under 10 UE when β equals
1.2. However, the reduction on re-routing times increases to
71.6% when the number of UE equals 60.

Table 6 demonstrates the influences of β on accuracy.
Among all the algorithms, BROA achieves the minimum net-
work cost, which is consistent with our former conclusions.
Nash-overall is even worse than LP sometimes owing to its
selfish behaviors. Meanwhile, it is noticed that β leads to
performance degradation. When β ranges from 1.2 to 1.6,
the network cost improvement decreases 2.5% under 50 UE.
Moreover, we can see that, in our simulations, the massive
number of UE will weaken the advantages of BROA and
FCOA. For example, BROA can reduce the network cost by
28.7% under 10 UE. The reduction shrinks to 17.3% under
60 UE. The reason is that since the network capacity is
fixed, the portion of the migrated tasks decreases as workload
increases (i.e., the number of UE increases). The network cost
in the proposed algorithms will quarterly grow closer to the
result of the LP.

TABLE 6. The network cost improvement compared to LP.

VII. CONCLUSION
In this paper, we have investigated the computation offload-
ing problem in the hierarchical MEC network. We gener-
alize the assumption on the network layout and propose
the topology-independent offloading algorithms which can
balance the workload over the entire region of the net-
work. The influences of resource-constraint links and devices
in the backhaul and backbone network are emphasized by
incorporating the task routing into offloading optimization.
We convert the energy-latency aware offloading optimization
into a routing problem so that the decision-making vari-
ables (including offloading decision, transmission power con-
trol, cloud selection, and task routing) are jointly optimized.
Based on the game theory, a distributed energy-latency aware
offloading algorithm, BROA, has been proposed. We show
that a globally optimal solution can be achieved through
UE collaboration. Furthermore, to make the proposed algo-
rithm adapt to the time-varying environments, we propose a
fast-converged algorithm FCOA. The performance of FCOA
on convergence, accuracy, and time complexity is derived.
The numerical results demonstrate that compared to tradi-
tional approaches, the proposed algorithms can significantly
decrease the network cost in terms of energy consumption
and latency.

In the future, we will focus on the migrations of our algo-
rithms to the cases where multiple MEC applications coexist.
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A more comprehensive discussion would be given on the
wireless transmission. For example, inter-cell and intra-cell
interference can be taken into consideration.
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