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ABSTRACT The evolution of the Internet of Things, cloud computing and wireless communication has
contributed to an advance in the interconnectivity, efficiency and data accessibility in smart cities, improving
environmental sustainability, quality of life and well-being, knowledge and intellectual capital. In this
scenario, the satisfaction of security and privacy requirements to preserve data integrity, confidentiality and
authentication is of fundamental importance. In particular, this is essential in the healthcare sector, where
health-related data are considered sensitive information able to reveal confidential details about the subject.
In this regard, to limit the possibility of security attacks or privacy violations, we present a reliable mobile
voice disorder detection system capable of distinguishing between healthy and pathological voices by using a
machine learning algorithm. This latter is totally embedded in the mobile application, so it is able to classify
the voice without the necessity of transmitting user data to or storing user data on any server. A Boosted Trees
algorithm was used as the classifier, opportunely trained and validated on a dataset composed of 2003 voices.
The most frequently considered acoustic parameters constituted the inputs of the classifier, estimated and
analyzed in real time by the mobile application.

INDEX TERMS Voice disorders, smart healthcare monitoring, artificial intelligence algorithms, smart cities,

security, privacy.

I. INTRODUCTION

Nowadays, smart cities have the new potential to improve
the quality of life of the citizens. The main services offered,
such as education, transport or healthcare, can benefit from
interactions in real time between several stakeholders, the col-
lection and transmission of a massive amount of data relating
to the fundamental services of a smart city. If, on the one hand,
intelligent management systems represent the foundations of
a smart city, on the other, they also constitute the main source
of potential vulnerability.

Although, in fact, the use of advanced tools and tech-
nologies contributes to support the collection, storage and
transmission of data and to provide smart planning ideas,
construction models and data management approaches [1],
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the great amount of heterogeneous data, either extracted from
the environment or provided by the citizens, can be subject to
security attacks or privacy violations [2]. The enforcement
of security and privacy policies that preserve data confiden-
tiality and authentication and access control are fundamental,
particularly in the healthcare sector.

In recent years, a large number of wearable sensors have
started to generate enormous amounts of data and several
mobile health (m-health) applications have been developed
for the continuous promotion and monitoring of healthy
lifestyles, personal fitness and physical activity. Such appli-
cations contribute to improve the quality of care through
better-personalized diagnosis systems and solutions: the
patient’s traditional regular appointment at the clinic can be
substituted by video-conferencing, remote monitoring, elec-
tronic consultations and wireless communications, remov-
ing any potential barriers to care and reducing healthcare
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costs [3]. This continuous monitoring permits patients to
receive the right care, at the right place, at the right time, as in
the solutions described in [4]-[9]. However, it is essential that
the data exchange between the patient and medical specialist
is safe and secure [10], and indeed, several secure systems
for data trasmission for smart cities have been proposed in
the literature [11]-[13].

Based on these considerations, this paper proposes a
reliable mobile voice disorder detection system able to detect
voice disorders by using a machine learning (ML) algorithm.
A trained model was directly embedded in a mobile appli-
cation, allowing the user to evaluate the health of his or
her voice, anywhere and at any time, without the necessity
of transmitting user data to or storing user data on any
server. This avoids the possibility that the patient data could
be subject to security attacks or privacy violations, undermin-
ing integrity, confidentiality and authentication. The capabil-
ity of processing and analyzing the voice signal directly on a
mobile device constitutes, at the time of writing, a significant
innovation on account of the fact that none of the existing
studies in literature has proposed a similar application. Most
of these studies, in fact, limit the use of the mobile device
to the tasks of acquiring the useful signal, transmitting it
to an external server to be analyzed and visualizing and
communicating the results obtained to the users [14], [15].
Unfortunately, the transmission of these patient data can be
subject to asecurity attacks on security or privacy violations.
The proposed mobile system, instead, is able to acquire in real
time the voice signal, process it to extract the characteristic
acoustic features and analyze these signs to classify the voice
as healthy or pathological directly on the mobile device,
without to transmitting any data, so limiting the probability
of any security attack.

To define the classifier, we have used artificial intelligence
techniques. Although the functioning of these techniques can
be difficult to interpret, they can integrate, quickly and easily,
different variables and produce reliable results in complex
situations so as to support the correct diagnosis of a disorder
[16]-[18] or the handling of large amounts of data [19], [20].

The remaining sections of the paper are organized as
follows. Dysphonia and the main techniques for its detection
are discussed in Section II. The proposed mobile system
is introduced in Section III, while the experimental phase
is described in Section IV. Finally, Section V presents our
conclusions.

Il. BACKGROUND AND RELATED WORK

Dysphonia is an alteration of the voice production
due to anatomical and functional complications of the
pneumo-phono articulatory apparatus. It is widespread,
mainly among the so-called vocal professionals, people who
routinely use their voice in their work, such as teachers,
singers or lawyers. However, its symptoms are often under-
estimated, constituting a potential obstacle to appropriate
treatment [21].
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In the clinical practice, the medical expert follows
an appropriate protocol, for example in Italy the SIFEL
(Societd Italiana di Foniatria e Logopedia - the Italian Soci-
ety of Logopedics and Phoniatrics) protocol [22] is used
to diagnose the presence or not of dysphonia. Such a pro-
tocol provides a series of different examinations, such as
the anamnestic evaluation to analyze the behavioral char-
acteristics and vocal attitudes of the subject and the famil-
ial history of the disorder, the laryngo-videostroboscopic
examination to detect any physiological or morphological
laryngeal alteration, the acoustic analysis, and the subjec-
tive self-assessment of the voice. Among these examinatios,
the acoustic analysis is used to give an objective quantifica-
tion of the health of the speech signal through an evaluation
of characteristic parameters calculated from a recording of
the vowel /a/ of five seconds in length. The acoustic analysis
is a useful instrument to evaluate the presence of a possible
laryngeal alteration that can cause a deviation in vocal quality.

Currently, a rule-based approach is used in the acous-
tic analysis to evaluate the presence of a voice disorder.
The acoustic parameters estimated are evaluated according
to IF/ELSE rules. The clinical expert compares the values
of the parameters with a fixed healthy range. The voice is
healthy if these values are included within the healthy range,
pathological if otherwise. Unfortunately, a standard healthy
range does not exist but changes from laboratory to labora-
tory. <This influences the scale validity and reliability in the
detection of a voice disorders.

The use of machine learning techniques allows us to over-
come this limitation. In fact, these techniques not only allow
the evaluation of all the vocal parameters, providing a global
evaluation of vocal quality, but also avoid the use of a fixed
healthy range whose choice can affect the reliability of the
system.

Mobile healthcare frameworks capable of detecting
dysphonia were proposed in [14] and [15]. The detection of
the voice pathology was performed by a convolutional neural
network (CNN) in both cases. Alternatively in [23], a Gaus-
sian mixture model-based approach constitutes the classifier
to distinguish healthy and pathological voices, analyzing fea-
tures extracted from voice and electroglottographic (EGG)
signals. Other automatic smart healthcare monitoring sys-
tem for the detection of voice disorder is described in [24].
Additionally, in this case, a Gaussian Mixture Mod-
els (GMM) was used to disscriminate between pathological
and healthy subjects.

Several studies existing in literature use GMM to
distinguish between pathological and healthy voices, such
as [25], [26]. However, different data mining approaches
have been proposed to estimate the presence of a voice
disorder [27]. Besides GMM, Support Vector Machine (SVM)
and Decision Tree (DT) are widely used to discriminate
between pathological and healthy voices [28]-[31].

The choice of the classifier is fundamental in order to dis-
tinguish correctly between healthy and pathological voices.
An additional important task is the choice of features to
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FIGURE 1. Voice disorder detection system.

extract from the signal to use as the input of the classifier. The
most frequently used features in data mining approaches are
the main acoustic parameters evaluated in clinical practice,
such as jitter or shimmer, Mel-Frequency Cepstral Coefti-
cients (MFCC), temporal derivatives and noise parameters
[28], [30], [32].

It is important to note that the majority of the solutions
presented use the mobile system only to capture the signals,
but they do not involve the performance of the analysis on
the mobile application. These signals are transmitted to an
external machine (server) to be analyzed for an evaluation of
the presence or not of a voice disorder. Unfortunately, this
transmission can be a source of attacks of security attacks or
privacy violations. To limit this possibility, a solution may be
to analyze the voice signals directly on the mobile devices.

Certain other solutions, such as for example OperaVox [33]
or the solution proposed by Van Leer et al in [34], are
10S-based apps capable of analyzing the signals on a mobile
device. However, these solutions are only able to estimate
certain acoustic parameters, including the fundamental fre-
quency (Fg) and several perturbation measurements. They
indicate to the user the values of the calculated parameters.
However, these results cannot be easily interpreted without
the support of an expert who can detect the presence of a voice
disorder by comparing the value obtained for each parameter
with a fixed healthy range. As indicated previously, the choice
of a healthy range is not standard and, indeed, this defi-
ciency may influence the correct detection of a voice disorder.
The use of machine learning techniques allows us to
overcome these limitations.

Ill. MOBILE VOICE DISORDER DETECTION SYSTEM
The proposed mobile voice disorder detection system is
capable of distinguishing between pathological and healthy
voices by using an artificial intelligence classifier on a mobile
device. A valid machine learning algorithm, opportunely
trained on an external server, has been embedded in a mobile
application. This device is able to acquire a voice signal,
process it to extract appropriate features and classify the new
data by using the trained model.

The proposed system, illustrated in Figure 1, consists of
two main components: an external server and a personal
mobile device.
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The former is necessary to define and fit the artificial intel-
ligence model able to classify the voice signal as healthy or
pathological. A Boosted Trees algorithm was used as the clas-
sifier [35], opportunely trained by using voice voices samples
selected from three different databases. The classifier and
dataset used to train the classifier are described, in detail,
in the following sections. The trained model was saved and
deployed to the mobile device by using the Simulink Sup-
port Package for Android devices of Matlab R2019a [36],
in Intel(R) Core (TM) i7-4770 CPU@3.40GHz, 16 GB RAM
based Windows 10. All the tests were performed using a Sam-
sung S4 device, its operating system version being Android
5.0.1.

The personal mobile component is deployed as a mobile
application running on an Android smartphone given to the
patient, and is in charge of providing an interface between
the user and the monitoring system, such as the one described

in [37]. In detail, it is composed of the following modules:
« an Authentication module: this is responsible for col-

lecting the personal data of the user. In detail, the user
inserts her/his age and gender, information necessary
for the subsequent analysis, due to the relationship
between these data and the presence of a voice disorders
[38]-[40];

« an Audio acquisition module: this allows the recording
of a vocalization of the vowel /a/ of five seconds in
length without any interruption of sound, necessary
to perform the subsequent extraction of the acoustic
features. An opportune filter was adopted to reduce
the effects of noise accidentally added during the
acquisition [41];

« a Signal processing module: this is responsible for pro-
cessing in real time the acquired voice signal. The main
acoustic parameters are estimated, such as the Fy, jitter,
shimmer and Harmonic to Noise Ratio (HNR), used as
inputs of the classifier;

« a Classification module: this classifies the voice sample
as healthy or pathological, analyzing the characteristic
features provided as the input;

« a Report module: this module is in charge of generating
appropriate reports containing the analysis made with
the goal of saving such reports in pdf documents stored
directly on the mobile device. In this way, the patient
and/or the medical personnel involved can visualize
them at their convenience; and

« a Storage module: this module saves the results of the
analyses and acquired audio recordings on the mobile
device so that they can be visualized at any time and
anywhere.

A. CLASSIFIER

Boosted Trees (BT) is the machine learning algorithm used to
assess voice disorders. This is a supervised learning algorithm
able to distinguish between a pathological and a healthy
voice by combining several decision trees to obtain a better
predictive performance than would be possible with a single
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decision tree [35]. Decision Tree is an accurate predictor
for the classification problem, particularly used due to its
simplicity, speed, ease of implementation, interpretation and
explaination, and capability of working with missing values
and categorical and continuous data, advantageous which
are fundamental in health data analysis. It is composed of
nodes and branches. In this case, the branches constitute the
rules that the algorithm follows to predict a voice disorder,
while the nodes are the predictors that influence the predictive
path [42]. In detail, in this study we used Ensemble Decision
Tree. The technique employed for its realization is Boost-
ing, by means of the AdaBoost algorithm [43]. This algo-
rithm gives a weight to each training example and iteratively
weighted models are built. The algorithm focuses on the
more “difficult” samples that are then weighed frequently.
The idea is, in fact, to focus on that subset of data that cannnot
be properly classified. The realized algorithm has a number
of learners equal to 30, while the maximum number of splits
is 20.

The inputs of the classifier are the Fy, jitter, shimmer and
HNR. These features constitute the most commonly used
measurements evaluated in the clinical diagnosis of dyspho-
nia in order to make a quantitative voice evaluation accord-
ing to the SIFEL protocol [22]. The use of these acoustic
parameters provides a specific focus on several aspects of the
pneumo-phono articulatory apparatus and voice production
mechanism. Measurements of instabilities in the voice signal
or the noise content, indices of voice alterations, are consid-
ered. In our study, the former were evaluated through the jitter
(frequency pertubation) and shimmer (amplitude pertuba-
tion), estimated by using the methods indicated in [44], while
the latter was estimated by using the HNR, calculated by
using de Krom’s algorithm [45]. Finally, the F represents the
rate of vibration of the vocal folds and its alteration indicates
the presence of possible modifications of the laryngeal func-
tion. It was estimated using our personalized methodology
described in [46]. Additionally, other inputs of classifier are
the age and gender of the subject, data which are important
due to their relationship with the occurrence of alterations of
the pneumo-phono articulatory apparatus.

IV. EXPERIMENTAL PHASE

The capability of the Boosted Trees algorithm to distinguish
correctly between a healthy and pathological voice was eval-
uated through an appropriate experimental phase. Several
tests were carried out using voice samples extracted from
opportune databases.

The goodness of the considered ML algorithm was evalu-
ated according to its classification accuracy in distinguish-
ing between pathological and healthy voices. In detail,
the accuracy, sensitivity, specificity, precision and F-measure
were calculated. We identified the number of true posi-
tives (TP) and true negatives (TN), these being the out-
comes where the classifier correctly predicts, respectively,
the presence and the absence of a voice disorder, and the
number of false positives (FP) and false negatives (FN), these
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TABLE 1. Number of voice samples used in this study for each database.

Database Category Gender No
Healthy Female 32

MEEI Male 21

. Female 228
(48] Pathological Male 144
Healthy Female 428

. Female 428

[49] Pathological Male 257
Healthy Female 37

VOICED Male 21
. Female 98

[50] Pathological Male 5
Healthy all 796

Total Pathological all 1207

being the outcomes where the classifier incorrectly predicts,
respectively, the presence and the absence of a voice disorder.
These metrics were calculated as:

(TP +1N)
Accuracy = (D
(TP+TN + FP+FN)
Sensitivi TP @)
n = —
ensitivity TP+ FN)
Specifici o 3
ecificity = ———
PECPCy = TN ¥ FP)
- TP
Precision = ——— 4
(TP + FP)
2 x Precision * Sensitivity
F — measure = 5

(Precision + Sensitivity)

Additionally, we performed a receiver operating
characteristic (ROC) analysis. The performance of the clas-
sifier was measured by calculating the area under the ROC
curve (AUC). The maximum, namely AUC = 1, was obtained
when the model correctly classified all the voice samples,
while the minimum (AUC = 0), was achieved when the model
incorrectly classified all the samples.

The reliability of the classifier was validated by using a
5-fold cross validation. This is also useful to limit the effects
of overfitting, one of the major causes of a possible unreliable
analysis [47]. The dataset was, randomly, divided into 5 sub-
sets: 80% of the data is used as training set, the remaining
20% is used as test set. The tests were repeated until each
subset had been used as the test set.

In the following subsections, the dataset used to evalu-
ate the classification accuracy and the results achieved are
described.

A. DATABASE

Voice samples selected from the Massachusetts Eye and Ear
Infirmary (MEEI) [48], the Saarbruecken Voice Database
(SVD) [49] and the VOice ICar fEDerico II (VOICED) [50]
database constituted the dataset used to test the reliability of
the classifier.
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TABLE 2. Comparison of the results obtained with several classifiers.

Accuracy (%) Sensitivity (%)  Specificity (%) Precision (%) F-measure (%) AUC
BT [35] 84.5 82.9 86.2 85.7 84.3 0.91
SVM [52] 53.8 79.0 27.9 523 62.9 0.70
DT [42] 81.1 77.9 84.4 83.3 80.5 0.84
NB [53] 75.1 85.7 64.4 70.7 774 0.85
KNN [54] 554 77.4 334 53.7 63.4 0.67

The dataset consists of 2003 voice samples, 796 healthy
voices and 1207 pathological voices. All the samples contain
the recording of the vowel /a/, as indicated in the SIFEL proto-
col [22]. Pathological voices are defined as voices belonging
to subjects suffering from one of several voice pathologies.
Functional and organic disorders are considered, the former
due to an inefficient and improper use of the vocal mechanism
(e.g. vocal abuse), the latter, instead, being caused by alter-
ations of the respiratory, laryngeal or vocal tract mechanisms.

Table 1 reports the number of pathological and healthy
voices contained in the considered dataset for each database.
In detail, the MEEI database contains voice samples of
healthy subjects and of those suffering from several voice dis-
eases, collected by the MEEI Voice and Speech Laboratory.
All the samples were recorded with a sample frequency equal
to 50 kHz and 25 Hz with a 32-bit resolution.

A resolution of 16-bit and a sample frequency equals to
50 kHz were used, instead, to record the voice samples con-
tained in SVD database. Recordings of sustained /a/, /i/ and
/u/ vowels were collected by the Institute of Phonetics of the
University of Saarland in collaboration with the Department
of Phoniatrics and Ear, Nose and Throat (ENT) at the Caritas
clinic St. Theresia in Saarbruecken.

Finally, voice samples selected from the VOICED database
were collected by the Institute of High Performance Comput-
ing and Networking of the National Research Council of Italy
(ICAR- CNR) in collaboration with the Hospital University
Hospital of Naples Federico II, available on the PhysioNet
website [51].

B. PERFORMANCE

To validate and estimate the goodness of the proposed clas-
sifier, we compared the classification performance of the
Boosted Trees algorithm with the most commonly used and
cited machine learning classifiers.

An exhaustive comparison phase was carried out with
different machine learning algorithms. These latter have been
compared in terms of classification accuracy in distinguishing
between pathological and healthy voices. It is important to
note that we report only the performances of the classi-
fiers that achieved the best classification accuracy, chosen
as representative of a class of algorithms based on similar
characteristics, namely:

« Support Vector Machine (SVM) [52];

« single Decision Tree (DT) [42];

« Naive Bayes (NB) [53]; and

o K-nearest neighbour (k-NN) [54].
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SVM constitutes one of the most commonly used machine
learning algorithms. The aim of this algorithm is to iden-
tify the class of belonging of certain data, determining the
optimal hyperplane, equally distant from the support vectors
from different classes. Its performance can be improved by
choosing the opportune kernel function form. In this study,
we used a polynomial kernel with a degree equal to 1. The
Naive Bayes algorithm, instead, is based on a probabilistic
approach to classifying data where nodes and strings repre-
sent a set of random variables and their conditional dependen-
cies. According to this classifier the effect of an attribute is
independent of the other attributes and, additionally, it con-
siders that hidden attributes do not influence the prediction
process. Finally, k-NN is an instance-based learning algo-
rithm, where the classification is based on k nearest neigh-
bours of a new instance. In this study, we considered k = 10
neighbours.

Table 2 shows the performances in terms of accuracy,
specificity, sensitivity, precision, f-measure and ROC area
(AUC). These results show that the best performance was,
generally, achieved by using the Boosted Trees algorithm.
Although, in fact, the best sensitivity (about 86%) was
achieved by the NB classifier, the best accuracy classification,
as well as the best results achieved in the other performance
metrics, were obtained with the Boosted Trees algorithm. The
classification accuracy obtained was, in fact, equal to about
85%, higher than that of the other ML algorithms, namely
SVM and kNN, which achieved an accuracy, respectively,
equal to 53.8% and 55.4%. The obtained values of sensi-
tivity and specificity, respectively of about 83% and 86%,
indicate that Boosted Trees has a lower number of false nega-
tives and false positives (i.e. pathological voices erroneously
classified as non-pathological or healthy voices erroneously
classified as pathological) in comparison with the other
algorithms.

Observing the results obtained, we can note that there is
an improvement in the performance using Boosted Trees
rather than the single DT classifier. The accuracy achieved
by BT is higher than that obtained by DT, principally due
to an improvement in the detection of pathological voices,
as demonstrated by the higher sensitivity achieved by using
BT rather than DT the algorithm.

V. CONCLUSION

Currently, smart healthcare has gained attention in the
detection and monitoring of specific pathologies thanks to
the possibility of offering healthcare services anywhere and
at any time, improving the quality of life of the patients.
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In this paper, a reliable mobile voice disorder detection
system is proposed capable of detecting the presence of voice
disorders. This system is able to acquire a voice signal,
process it to extract the acoustic parameters and classify a
voice as healthy or pathological through a machine learning
algorithm, by using a mobile application. Boosted Trees was
used as the classifier. The performances were opportunely
tested on a dataset composed of voice samples selected from
three databases. The results obtained have demonstrated that
this classifier achieved the best classification accuracy com-
pared with the performances of the main machine learning
algorithms existing in literature.

In our future plans, we aim to improve the classification
accuracy, optimizing performances of the classifier using
appropriate voice features, opportunately selected form fea-
ture selectors. The classification accuracy obtained can be
compared with that achieved by the main deep learning algo-
rithms. Further tests on several Android mobile devices are
necessary to evaluate the reliability of the proposed mobile
system. Finally, we are planning a new usability study on
this current version of the mobile application in order to
collect users’ opinions about itsefficiency, any difficulties
encountered using this system, the perceived quality of the
information provided and any preferences for different appli-
cation features, as performed with preliminary version of the
app described in [55].
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