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ABSTRACT Analyzing the research hotspots and regular evolutionary patterns of R&D projects can help
researchers find potential information. This paper considers the titles of the National Natural Science
Foundation of China (NSFC) grants that have been awarded in the past 20 years as the research objects. First,
we analyze the number and funding amounts of project grants for each department over the past 20 years.
Second, we propose a topic discovery method that is based on nonnegative matrix factorization and further
propose a keyword scoring method that is based on semantic retrieval, from which we can discover the
regular evolutionary patterns of research hotspots. Finally, we conduct experiments on datasets on grants
in the Department of Information Science. To identify research characteristics, trends and prospects, we
explore the regular evolutionary patterns of research hotspots via experiments using three methods from
multiple perspectives: word cloud, topic corresponded to keywords display and topic evolution display. The
results of the experimental studies demonstrate that researchers can keep abreast of the main content and
hotspots in the research field via hot spot discovery and the identification of regular evolutionary pattern of
NSFC grants. This study can also help the government improve the allocation of scientific and technological
resources and help decision makers make scientific decisions.

INDEX TERMS NSFC, nonnegative matrix factorization, hotspot prediction, regular evolutionary pattern,
semantic association.

I. INTRODUCTION
The sustainable development of science and technology
plays an important role in promoting collaborative innova-
tion in a country and a region [1].Almost every country
invests enormous human, financial and material resources
in sustainable development and innovation in science and
technology [2]–[5]. The National Natural Science Founda-
tion of China (NSFC) is themost influential andwide-ranging
national-level research project of China. It covers many of
the basic research fields that attract the vast majority of the
experts and scholars who have made substantial contribu-
tions to China’s science and technology [6]. The projects of
NSFC grants are important national science and technology
resources. If we can make full use of them and explore the
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titles of the NSFC grants and the relationships among them,
it will bring inspiration to researchers. However, there are cur-
rently few studies on scientific research projects, and project
information mining is not sufficient. This paper considers the
titles of NSFC grants over the past 20 years as the research
object. First, we count the number of projects that have been
funded in the past 20 years and, the total number and funding
of the projects that were established by each of the eight
departments, with the objective of obtaining a macroscopic
understanding of theNSFC. Second, we propose twomethods
for dealing with NSFC datasets, namely, nonnegative matrix
factorization (NMF) [7], [8] and the keyword retrieval (KR)
[9] method based on semantic retrieval [10]. NMF is mainly
used to mine hot words and to identify research hotspots. KR
is mainly used to discover the evolutionary laws of research
hotspots. The combination of the twomethods canmore accu-
rately predict the research hotspots, development trends and
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prospects in various fields [11]–[13]. Finally, we conducted
experimental verification based on theoretical analysis.

We used four methods to analyze the results of the experi-
ments: The first is segmentation information statistics, which
can determine the complexities and granularities of the titles
of grants projects. The second is word cloud displays which
can visually display the hot words in research over the years.
The third is topic display, which uses nonnegative matrix
methods to analyze the distributions of hot topics and the
corresponding keywords over the years. The fourth method is
the evolution analysis of hotspots, which is based on semantic
computing and uses the keyword scoring method, which is
based on semantic retrieval, to obtain the scoring table of
hot words in the past years to facilitate a more scientific and
intuitive understanding of the proportion and evolution of
hot words. Each of these four methods has its own advan-
tages. The analysis and display of segmentation information
statistics and word clouds can help readers and researchers
focus on research hotspots and, predict research content and
development trends.

Therefore, the main contributions of this research are as
follows: First, we consider the titles of NSFC grants as the
research objects and analyze the number and the funding
amounts of NSFC grants over the past 20 years. Second, we
extract and analyze the titles of NSFC grants, extract hot
words from various research fields, and discover the evolution
of research hotspots. Third, through this research, we can
discover the key knowledge and the potential major opportu-
nities that are hidden by using technical resources to provide
decision support for technology developers and to provide
predictions and references for project reports and researchers.
Finally, the results that are presented in this paper can help
researchers understand the research characteristics and devel-
opment trends in this research field, and provide a reliable
basis for project application and selection of topics, which
will facilitate the smooth progress of applications, improve
the quality of scientific research and innovation, and promote
the sustainable development of science and technology.

The remainder of the paper is organized as follows:
Section II reviews the literature on hot spot prediction and
the sustainable development of science and technology and
its applications. Section III describes the evolution of NSFC
grants in terms of quantity and funding amount. Section IV
presents the problem statement. Section V presents the the-
oretical basis and model, which mainly uses NMF and
semantic retrieval methods to explore the titles of the NSFC
grants and the relationships among them, which are also
the theoretical basis for hot topic display and identification
of the regular evolution patterns of hotspots. Section VI
Section presents the flowchart and evaluation metrics of our
methods. Section VII describes the process and the steps
of the experiments and presents the results in the form of
charts, texts and discussions. Finally, section VIII presents
the conclusions of this paper and discusses future research
directions.

II. RELATED WORKS
The sustainable development of science and technology
has a huge impact on social progress [14]. Increasingly
many scholars have identified changes in the develop-
ment of science and technology via the study of papers
and patents. Kim et al. [15] investigated sustainable tech-
nology development in the humanoid robot industry via
research on international patents. Lee and Sohn [16] identi-
fied research trends in financial commerce via research on
patents. Bai [17] realized the recommendation of scientific
papers and research fields via the investigation of scientific
papers. Norambuena et al. [18] proposed a sentiment anal-
ysis and opinion mining method that is based on scientific
research papers.Waheed et al. [19] proposed a hybrid method
for the recommendation of scientific research papers and
promoted the full use of the papers. Through the analysis
and mining of Korean patent information, Lee et al. [20]
used topic modeling and Latent Dirichlet Allocation (LDA)
to identify research opportunities and to predict research
hotspots. Yuan et al. [21] proposed a novel dada perspective
that was based on NSFC grants and identified international
research collaboration partners for China. Nichols et al. [22]
proposed a topic model approach for measuring interdisci-
plinarity of the national science foundation, Chen et al. [23]
proposed a co-word analysis method to identify the intellec-
tual structure from research grants. The above literatures take
papers or research projects as research objects.

The analysis of scientific resources such as papers, patents,
and projects involves the analysis and mining of short texts.
Short text management is a key aspect of information man-
agement. It plays an important role in the rapid develop-
ment process of artificial intelligence. Topic modeling is an
important technology of short text management. For short
text analysis, domestic and foreign scholars have conducted
in-depth research and have proposed many practical algo-
rithms and solutions. Via topic modeling, one can classify and
manage massive semi-structured data and it plays a role in
hotspot prediction and decision-making. Lee and Seung [24]
proposed a nonnegative matrix factorization approach for
large-scale text processing. Chen et al. [25] put forward a
soft orthogonal nonnegative matrix factorization method with
sparse representation for tracking the static and dynamic
topics. Zhuang et al. [26] proposed a method for semantic
feature learning for heterogeneous multitask classification
via nonnegative matrix factorization.

Nonnegative matrix factorization is an effective method
for mining shor-text topic models [27]. It maps the text to
be processed into a high-dimensional matrix and reduces
the dimensionality via matrix decomposition to realize the
association between the topic and related words. Based on
the standard nonnegative matrix factorization, methods such
as sparse NMF [28], graph NMF [29], semi NMF [30], and
orthogonal NMF [31] have been proposed, which can be used
to apply NMF to text mining [32], image detection [8], signal
processing [33], medical inspection [34] and other fields.
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Pari [35] has investigated several social media platforms
through thematic models and has identified emerging themes
that help users discover new ideas and play an important role
in public opinion analysis and tracking. Liu et al. [36] real-
ized semisupervised community detection using nonnegative
matrix factorization.

On hotspot prediction and evolution, many scholars have
carried out related research. Liang et al. [37] proposed a
fuzzy multilevel algorithm that uses particle swarm optimiza-
tion (PSO) to optimize support vector regression machine
(SVR) to realize the real-time dynamic evaluation of drilling
risk and hotspot prediction. Li et al. [38] proposed a data
locality optimization method that is based on data migra-
tion (DLO-Migrate) and a data locality optimization algo-
rithm that is based on hotspot prediction. Bencatel et al. [39]
aimed at reviewing the existing knowledge on mammalian
terrestrial carnivores in Portugal to analyze research trends.
Xiao et al. [40] proposed a prediction method for social
hotspots that is based on dynamic tensor decomposition.
Yang et al. [41] used urban and social media data fusion
for crime hotspot prediction. Xia et al. [42] introduced
an efficient approach that uses support vector machine
(SVM) to predict hot spot residues in protein interfaces.
Adepeju et al. [43] proposed a novel evaluation metric for
sparse spatiotemporal point process hotspot predictions.

This paper used NMF as the topic mining method. To
evaluate the quality of the topic, we compare three methods
(baseline) with our approach: PCA, SVD and LDA. Principal
component analysis (PCA) [44] is a method for studying
the main components of a document, which is often used
for matrix dimensionality reduction. Singular value decom-
position (SVD) [45] can obtain a low rank approximation
matrix via matrix decomposition, which could be applied for
signal denoising and big data mining. Latent dirichlet alloca-
tion (LDA) [46] is a topic model for processing documents,
which can be used to identify hidden topic information in a
large document collection or corpus and can be applied for
data dimensionality reduction and classification. We conduct
experiments on datasets in terms of topic coherence and PMI
score. The results show that the performance of our method
is better than those of three methods.

III. CURRENT SCENARIO OF THE NSFC
This paper conducts a statistical analysis of each year’s NSFC
project grants from 1999 to 2018. Due to a lack of data, the
statistical information in this paper may differ slightly from
the actual data. The data are obtained from the NSFC website
(http://www.nsfc.gov.cn).

We examine the project data of the eight departments
of the NSFC. The numbers of NSFC grants are plotted in
FIGURE 1.

According to FIGURE 1, the number of projects that were
established by each faculty has increased linearly each year.
Two special curves in the plot do not follow this trend: the
curves for the Department of Life Sciences and the Depart-
ment of Medical Sciences. The number of projects that were

FIGURE 1. Number of projects that were established by the NSFC for each
department.

FIGURE 2. Amounts of grants that were established by the NSFC for each
department.

established by the Department of Life Sciences fell suddenly
in 2010 from 6,922 to 3,307 and the curve for the Department
of Medical Sciences does not appear until 2010. This is
because the Department of Medical Sciences was established
by the NSFC in 2010, which separated it from the Depart-
ment of Life Sciences. The separated Department of Medical
Sciences has become a key area that is funded by the NSFC
and the number of grants is increasing every year. By 2018,
the number of grants had reached 9,039, which accounts for
almost 25% of the total funding.

FIGURE 2 plots the changes in funding for each depart-
ment from 1999 to 2018. In this figure, the abscissa axis rep-
resents the year and the ordinate axis represents the funding.
The amounts of funding are plotted in FIGURE2.

According to FIGURE 2, the lowest amount of money
has been invested in the Department of Management Science
and the highest has been invested in Department of Medical
Sciences. The grants funding for each NSFC department
follows a linear growth trend. The Department of Information
Science received funding of only 78.16million RMB in 1999.
By 2018, its funding had reached 2,474.13 million RMB.
The average funding for each item increased from 149.1
thousand RMB in 1999 to 532.1 thousand RMB in 2018.
However, grant funding for all faculties suddenly dropped
by approximately 20% in 2015. According to investigations
and interviews, this was mainly because indirect funds were
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deducted from the total funding in 2015, which led to a
significant reduction in funding for all NSFC projects.

IV. PROBLEM STATEMENT
In this section, we formalize the titles of each NSFC project
and convert it into a vector form that the computer can handle.

The NSFC grant data consist of the person in charge,
the title, the amount, the type, and the years of the study.
We preprocess the project data and only retain the project
title. The project title is a document and all items of the
project in the current year constitute a set of documents. Let
X={X1,X2, . . .Xi, . . .Xn} be the set of all documents. Given
any document, we process the word segmentation. After
removing the irrelevant adjectives and adverbs, the system
will construct a dictionary of the document R. Then, the
system will traverse each record Xi in document X, compare
it to the dictionary, and construct matrix V according to for-
mula (1). Let V be a set of corresponding word segmentation
results. Matrix V is constructed as follows:

Vij =

{
0, if Xij /∈ R
1, if Xij ∈ R

(1)

All Xi are traversed to forming the word vector sparse
matrix V of the document. The matrix is n-dimensional with
m samples and each element in the matrix is nonnegative,
namely, Vij >= 0.

V. TOPIC MODELING AND KEYWORD SCORING
In this section, we will propose the model for analyzing
the research hotspots and the evolution trends of NFSC
grants. We propose an NMF method for solving the hot
knowledge discovery problem of short-text information and
expound its theoretical basis and algorithm. Then, a keyword
retrieval scoring model that is based on semantic query is
proposed, which can effectively identify the regular evolution
of research hotspots.

A. NON-NEGATIVE MATRIX FACTORIZATION
This subsection introduces the basic theory and algorithms of
standard nonnegative matrix factorization, which will lay the
foundation for experiments.

Standard nonnegative matrix factorization is an effective
tool for reducing the dimensionality of high-dimensional data
which was proposed by Lee [22]. The strategy is illustrated in
FIGURE 3. In this figure, V is a set of documents, each record
inW represents a topic and each column inH is a subject word
that is associated with it.

According to the basic strategy that is illustrated in
FIGURE 3, we perform matrix decomposition on matrix V ;
the formula can be expressed as

Vn×m ≈ Wn×r × Hr×m (2)

whereW is the basic matrix andH is the coefficient matrix in
which r is smaller than n and m, namely, r � n and r � m.
By using the coefficient matrix instead of the original data
matrix, dimensionality reduction of the original data matrix

FIGURE 3. Nonnegative matrix factorization strategy.

can be realized. The iterative matrix can be expressed as

Wik = Wik ×
(VHT )ik
(WHHT )ik

(3)

Hkj = Hkj ×
(W TV )kj
(W TWH )kj

(4)

Consider the unconstrained optimization problem of mini-
mizing the loss of the matrix:

minDE (V ||WH ) =
1
2
||V −WH ||22 (5)

The gradient descent method is applied, which can be
expressed as

wik ← wik − µik
∂DE (V ||WH )

∂wik
(6)

hkj ← hkj − ηkj
∂DE (V ||WH )

∂hkj
(7)

where
∂DE (V ||WH )

∂wik
= −[(V −WH )HT ]ik (8)

∂DE (V ||WH )
∂hkj

= −[W T (V −WH )]kj (9)

The above equation is converted to a multiplication calcu-
lation according to the gradient descent method:

µik =
wik

[WHHT ]ik
(10)

ηkj =
hkj

[W TWH ]kj
(11)

Then, the gradient descent algorithm is reexpressed as a
multiplication algorithm.

Wik = Wik ×
(VHT )ik
(WHHT )ik

(12)

Hkj = Hkj ×
(W TV )kj
(W TWH )kj

(13)

The condition for convergence is the stability of
both W and H . The stabilities of W and H are determined
as follows. Assuming the number of iterations is t, the state
of the W and H matrices at time t are W t and H t , the states
at time t+1 are expressed as W t+1 and H t+1. For any small
real number ε, if the following are satisfied,

||W t+1
−W t

|| < ε (14)

||H t+1
− H t
|| < ε (15)

then it is concluded thatW and H have converged.
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We can also use the Euclidean distance to judge whether
W and H have converged.
Assume that at time t , the Euclidean distance between H

andW isDE (W t ,H t ) and at time t+1, the Euclidean distance
between H and W is DE (W t+1,H t+1). Then, the converge
condition for matricesW and H is

||DE (W t+1,H t+1)− DE (W t ,H t )|| < ε (16)

where ε is an arbitrarily small real number.
According to the results of the previous subsection, the

algorithm for standard NMF is presented as Algorithm 1.

Algorithm 1 Standard NMF
Input:document set matrix V
Output:topic matrix W, implicit keyword matrix H
Begin

While not converged do
Update w with formula(12);
Update h with formula(13);

i = i +1;
End

End

B. KEYWORD SCORING METHOD BASED ON SEMANTIC
RETRIEVAL
The topic model, which is based on NMF, can identify hot
knowledge in the research field and can also identify the
relationships between the research field and the keywords;
however, it cannot clearly monitor the evolution of hot knowl-
edge in the research field. Therefore, we propose a key-
word scoring method that is based on semantic retrieval. The
method can obtain the number of occurrences of vocabulary
that is related to the meaning of a word via keyword retrieval,
calculate the proportion of appearances of the word each year,
and visually examine the regular evolutionary pattern of the
research hotspot.

In this subsection, we propose a method for associating
keywords and documents that is based on semantic retrieval,
which uses semantic calculations to determine how often each
keyword appears in the entire document. Keywords typically
consist of hot words from the annual project research. By
querying the vocabulary frequency of the keyword list in each
document, it is possible to effectively evaluate the research on
hot words in that year. The semantic retrieval method utilizes
the lucene retrieval scoring formula. The steps are as follows:
First, by querying the keywords, we will obtain the scores
between the keywords and each item to identify the relation-
ship between the keywords and the hotspots in the research
field. Second, we can obtain the proportion of the keywords
for each year. Finally, by normalizing each research hotspot
according to the year, we can obtain the evolution law of the
research hotspot.

The lucene scoring formula is as follows:

score(q, d) = coord(q, d)× queryNorm(q)×
∑
tinq

tf (tind)

×idf (t)2 × t.getBoost()× norm(t, d) (17)

where t denotes the term; coord(q,d) indicates that the more
search terms are included in a document, the higher the score
for this document; and queryNorm(q) represents the variance
of each query item. This value does not affect the ordering;
it only causes the scores between queries to be comparable;
tf(t in d) represents the frequency with which term t appears
in document d ; idf(t) indicates the documents in which term
t has appeared; and norm(t, d) is a normalization factor.

According to the characteristics of our experimental
entries, the formula can be reexpressed as follows:

score(q, d)=cos(θ ) =
1√∑

tinq
idf (t)2

×

∑
tinq

tf (t, d)× idf (t)2

×
1

√
num of terms in field f

(18)

Based on the keyword query results, we define the normal-
ization formula. The formula is expressed as the number of
times a keyword appears in a year divided by the total number
of occurrences of the keyword, as follows:

p(keywords, year) =
number(i, year)
N∑
i=1

number(i, year)

(19)

Finally, we can derive the evolution trend of a keyword
according to the year.

VI. FLOWCHART AND EVALUATION METRICS
In this section, we present an experimental flow that is based
onNSFC text processing andmining and the evaluatemetrics.

A. FLOWCHART FOR OUR METHOD
Based on the data on the NSFC projects that have been funded
over the years, we will study the titles of the projects as the
research objects, extract relevant statistical information, and
conduct various experimental demonstrations to investigate
the continuous research scenario in the hotspots of science
and technology. A variety of technical knowledge is used in
the process of short-text mining of project topics, e.g., word
segmentation, topicmodeling, keyword analysis, nonnegative
matrix factorization, text mining, semantic search and appli-
cation analysis. FIGURE 4 illustrates the procedure of our
proposed method.

According to FIGURE 4, our method is divided
into 10 steps:
• Step1. Obtain the NSFC grants that have been awarded
over the years as a dataset, which can be obtained from
the NSFC website via crawler technology.

• Step2. Preprocess the items of NSFC grants and remove
irrelevant columns, such as those that correspond to
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FIGURE 4. Procedure of short text mining of NSFC project titles.

the project time, the project leader, the project funding
amount, and the research period.

• Step3. Process the items in Python language and use
the Jieba package of the Python system for word seg-
mentation. Then, remove the adverbs, auxiliary words,
and adjectives from the document, retain the nouns, and
collect all the nouns to form dictionary.

• Step4. The frequency of each noun is counted and the
word cloud map is displayed according to the number
of keywords. The word cloud map display can visualize
the distribution of research hotspots; however, it is not
accurate.

• Step5. Compare the vocabulary in each document with
the dictionary. If a word appears, it is marked as 1;
otherwise, it is recorded as 0. Via this approach, a high-
dimensional sparse matrix V is constructed.

• Step6. Matrix decomposition is conducted according to
U=W ∗ H, whereW is the set of topics and H is the set
of keywords that match it. The iterative formula is based
on equations (12) and (13) of 4.3.

• Step7. Determine the value of R, which is the topic’s
value. According to the requirements, the value of R can
be set as R = [20,40,60,80,100].

• Step8. If W and H converge, stable W and H matrices
are formed. The convergence conditions for W and H
are expressed in equations (14) and (15).

• Step9. After W and H have stabilized, matrix W is
the R topics and matrix H represents the keywords that
correspond to these topics.

• Step10. Construct a semantic-based research hotspot
query. According to the lucene scoring formula (18) and
the normalization formula (19), the score values of the
keywords and the distributions of the words according
to the year are obtained and the hotspot field evolution
of the NSFC is identified.

B. EVALUATION METRICS
To evaluate the performance our model, first, we use two
metrics to evaluate the topic quality: topic coherence and
PMI. Second, we conduct the following experiments on our
datasets:

(1) Topic coherence
Topic coherence is a famous metric for measuring the

quality of a topic, which was proposed by Mimno et al. [47].
It is expressed as follows:

C(t;V (t)) =
M∑
m=2

m−1∑
l=1

log
D(v(t)m , v

(t)
l )+ 1

D(v(t)l )
(20)

where D(v) is the document frequency of word type v and
D(v, v

′

) is the co-occurrence frequency of word types v and
v
′

; V (t) = (v(t)1 , v
(t)
2 , . . . v

(t)
M ) is a list of the M most likely

words for topic t; and v(t)m , v
(t)
l represent themth and lth terms,

respectively, topic t.
(2) The point wise mutual information (PMI) score [48] is

another highly popular metric for measuring the quality of a
topic model for a comprehensive assessment. The PMI score
for each topic is the median PMI for all pairs of words for a
topic. It is expressed as follows:

PMI (wi,wj) = log
p(wi,wj)
p(wi)p(wj)

(21)

wherewi,wj are the top k lists of words for the topic, p(wi,wj)
denotes the probability that words wi and wj appear in the
same document, and the p(wi) and p(wj) denote the proba-
bilities that the mth and lth terms, respectively, occur in the
document.

VII. EXPERIMENTS
In this section, based on the previous theoretical analysis,
the Department of Informatics grant data of the NSFC is
regarded as the research object. We conduct experiments
using three methods, namely word cloud, topic display and
semantic, from various perspectives and examine the evolu-
tion of research hotspots over the past 20 years.

A. DATASETS
Our experiments are conducted on twenty real-world
short text datasets. Our experimental datasets consist of
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TABLE 1. Segmentation results for the project titles of the department of
information sciences.

20 databases, which are the lists of the NSFC grants
that are awarded each year. We named them NSFC
1999—NSFC2018.

The NSFC includes eight departments: the Department of
Mathematics and Physics, the Department of Chemistry, the
Department of Life Sciences, the Department of Engineer-
ing and Materials, the Department of Earth Sciences, the
Department of Information Sciences, theDepartment ofMan-
agement, and the Department of Medicine. Each data item
of a project contains information such as the title, number,
principal investigator, time, grant amount and institution. To
present the experimental results more clearly, we select the
data of the Department of Information Science for detailed
analysis and experimentation.

B. DATASETS SEGMENTATION INFORMATION
This subsection conducts a segmentation statistical experi-
ment on the titles of the projects in the Department of Infor-
mation Science from 1999 to 2018. The statistics include four
main fields: the total line, the average length, the dictionary
length and line_maxlength. The total line refers to the num-
ber of projects that were funded in the corresponding year,
which is mapped to the word vector space as the number of
documents in the document collection. The average length is
the average number of keywords in each document after the
word segmentation, which can be defined as follows:

average length =

total line∑
i=1

number of keywords

total line
(22)

The dictionary length refers to the total number of dictio-
naries. Line_maxlength is the maximum length of the key-
words in the projects, which corresponds to the maximum
length of each document.

The experimental results are presented in Table 1.
This table presents the relevant information after the word

segmentation and keyword statistics from the Department of
Information Science’s projects from 2000 to 2018. According
to Table 1, both the totalline and the dictionary length increase
gradually, which is related to the number of projects that
are established each year. The average length also exhibits a

FIGURE 5. Word clouds that display changes in hot words.

gradual upward trend; hence, the applicants aremore compre-
hensive and precise in the process of writing and the keywords
in the project are being used with increasing frequency. At
the same time, the results also demonstrate that scholars
are becoming increasingly in-depth and proficient in their
understanding and mastery of their research fields.

C. HOT WORDS DISPLAY BASED ON WORD CLOUD
We can observe the regular evolution of research hotspots
from the word cloud. This section presents hot words from
1999 to 2018 in the form of word clouds. The experimental
process can be summarized into three steps: the first step
is word segmentation; the second step is the calculation of
statistics for the nouns, the removal of words with frequencies
of less than 3, and the removal of some nouns with no special
meaning; and the third step is the generation of theword cloud
based on the statistical results, in which the larger the font,
the more times the corresponding word appears. To reduce
the size of the experimental display, this article shows it for
every two years.

According to FIGURE 5, the evolution of scientific
research hotspots in the past 20 years can be clearly identi-
fied. The research hotspots focus on hardware devices prior
to 2010, e.g., sensors, lasers, fiber optics, semiconductors,
crystals, circuits, and transistors. However, after 2010, with
the development of technology, neural networks, social net-
works, sentiment analysis, big data, Internet of Things and
other technologies have become research hotspots.

According to the figure, new words emerge every year.
For example, keywords such as protein, face recognition,
and gyro appeared in 2012; consistency and social networks
emerged in 2014; neural network, group intelligence and deep
learning emerged in 2016; and blockchain, sentiment analy-
sis, encryption and social networking emerged in 2018. This
phenomenon indicates that researchers have been constantly
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TABLE 2. Hot topics and related terms for 2006 of the NSFC.

exploring new research content and constantly innovating,
which is closely related to social development, technological
advancement, market demands and people’s interests.

D. NMF-BASED TOPIC DISPLAY AND PERFORMANCE
EVALUATION
In this subsection, wewill conduct experiments on all datasets
of NSFC1999-2018 using NMF. Furthermore, we set the
values of K to 20, 40, 60, 80, and 100 and after running
the program, we can identify multiple topics that reflect the
convergence of the winning projects accurately. An impor-
tant feature of topic processing is that these words do not
necessarily appear in titles; instead they are combinations of
problems that link topics together via similarity calculations.
This subsection presents the main topic distributions and the
corresponding keyword items from 2006 to 2018, which are
displayed every four years, and selects 10 representative top-
ics to facilitate understanding of the evolution of hot words.

In 2006, most topics are related to hardware communi-
cation, such as signal processing, mobile communication,
sensor networks, and distributed processing, which is related
to the research background of information science at that
time. This period corresponded to the early stage of devel-
opment of the third generation of mobile communications.
Therefore, China’s basic research on mobile communications
has increased substantially, thereby effectively promoting
the marketization of technology. The experimental results
indirectly demonstrate that the state’s scientific research
input and policy support play important roles in pro-
moting the transformation of science and technology into
industrialization.

TABLE 3. Hot topics and related terms for 2010 of the NSFC.

TABLE 4. Hot topics and related terms for 2014 of the NSFC.

According to the hot topics in 2010, the research hotspots
are scattered; however, they promote one another and cross-
domain research topics appeared. For example, the third topic
is network technology, and the fifth, sixth, and eighth top-
ics are robots, graphic images, and mobile communications,
respectively.We conclude that the rapid development of com-
puter network technology will promote the transformation
of technologies such as robotics, graphic images and mobile
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TABLE 5. Hot topics and related terms for 2018 of the NSFC.

communication due to the background of the development
of science and technology at that time. For the ninth topic,
words such as protein, nerves, and human body emerged.
Thesemedical terms appear in the field of information; hence,
they are no longer a specialized terms in the medical field.
Analyzing and solving problems in the medical field via
computer methods such as machine learning is a trend.

According to the hot topics in 2014, traditional research
hotspots continue to be studied, such as wireless sensor net-
works and graphic images. At the same time, the research
on new media topics has achieved blowout status, such as
social networking, group intelligence, public opinion analy-
sis, big data, vehicle networks and other research hotspots.
These research hotspots are not only extensions of previous
research hotspots; new vocabulary and new knowledge have
also emerged, which are the key technologies for social devel-
opment and applications.

The latest year for the NSFC is 2018. According to Table 7,
research hotspots in new areas emerge in this year, such as
machine learning, blockchain, intelligent transportation, and
new networks. Once again, scientific research has followed
the requirements and pace of the times. Researchers have
been constantly innovating and making breakthroughs. The
new research hotspots will promote research and develop-
ment in the next few years, which will give China’s scientific
research a brighter future.

According to the above topic changes, various research
hotspots are still being studied; however, the research key-
words have changed substantially. For example, the previous
vocabulary that was related to network technology topics

included mainly routing, strategy, satellite, and broadband.
By 2018, the network-related vocabulary had evolved into
terms such as intelligence, data center, and control technol-
ogy. Hence, the research in the field is more detailed and
promotes the development of the field. The research hotspots
have been constantly changing through research on topics
over the years. China’s scientific research has consistently
yielded innovations and breakthroughs; this is closely related
to social development, scientific and technological progress,
the market and people’s needs.

To evaluate the performance of our method, we conduct
experiments and compare the results on our datasets with
those of three methods (PCA, SVD, LDA) in terms of topic
coherence and PMI score. The experimental results are pre-
sented in Table 6 and Table 7.

According to Table 6, NMF outperforms PCA, SVD and
LDA. We compared the topic coherence values of the top-n
terms for the topic under K= 40, 60, 80 and 100. For K= 40
and n= 5, LDA yields a satisfactory result. In all other cases,
NMF outperforms the other three methods. As K increases,
the topic coherence value of NMF increases.

According to Table 7, NMF outperforms PCA, SVD and
LDA in terms of PMI score for all values of K and n.

E. HOTSPOTS EVULUTION ANALYSIS BASED ON
SEMANTIC COMPUTING
According to the project establishment in previous years, we
selected 20 hot words as the query keywords. Via the lucene
scoring process, the annual score of eachword is obtained and
normalized according to the year. The results are presented in
Table 8.

The evolution of each hotspot is observed in Table 8. Vari-
ous research fields have always been the focus of researchers,
such as neural networks and sensors, in which the proportion
of each year is balanced according to the normalized score
table. Other areas are emerging hotspots, such as swarm intel-
ligence, sentiment analysis, deep learning and blockchain.

To represent the evolutionary trends the research hotspots,
we calculate the attention for each topic. The specific formula
is as follows.

Attention(year, k) =

∑k
n=1 Ntopic

k
i

N (year) (23)

where k represents the top-k words in a topic, i denotes the
ith topic, N (year) denotes the total number of the hot words
in the specified year, and Ntopicki represents the number of
top-k words in topici.
Then, we obtained the hot topic evolution based on the

experimental results, which is plotted in FIGURE 6.
In FIGURE 6, the abscissa corresponds to the year and the

ordinate to the degree of attention. According to FIGURE 6,
the topic of wireless sensor networks has been a research
hotspot since 2002 and it has increased in popularity over the
years. Topic robot has been a research hotspot since 1999 and
continues to increase in popularity. Topic integrated circuit
has been a research hotspot since 1999; however, afterwards,

123784 VOLUME 7, 2019



J. Wang et al.: Research Hotspot Prediction and Regular Evolutionary Pattern Identification

TABLE 6. Top-n term topic coherence comparison with various values of K and n on four baselines.

TABLE 7. Top-n term PMI value comparison with various values of K and n on four baselines.

TABLE 8. Semantic-based specified keyword query normalization scores.

FIGURE 6. Evolutionary trends in several topics.

the attention gradually decreased. Topic of interdisciplinary
first appeared in the Department of Information Science in
2000 and exhibited a growing trend in subsequent years;
hence, interdisciplinary research is gradually becoming a
research hotspot.

VIII. CONCLUSION AND FUTURE WORK
Based on an analysis of the numbers and the funding amounts
of NSFC projects in the past 20 years, this paper explores
and mines NSFC project titles via NMF and the semantic
search-based keyword scoring method. These methods can
predict research hotspots in various fields and discover the
evolution of NSFC research hotspots. Furthermore, we con-
duct our experiments on 20 datasets and present the results for
the NSFC Department of Information Sciences grants from
various perspectives, from which we can see clearly identify
the research hotspots and regular evolutionary patterns. The
experimental process can be summarized into the following
four steps: First, according to the segmentation statistics of
the titles of projects, the scientific researchers’ consideration
of project titles is becoming increasingly comprehensive and
meticulous. Second, we obtained a word cloud map that is
based on the frequency of noun occurrences by segmenting
the project titles and extracting key nouns as the research
vocabulary. Third, we extract the topics and related keywords
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of the research field using NMF, which exhibits superior
performance and higher accuracy in predicting the evolution
of hotspots. Finally, we can derive the distribution of hot
words in the past years by analyzing the scoringmethod based
on semantic search keywords, which can more accurately
predict the evolution of research hotspots.

However, several limitations are encountered in this study:
There are eight departments in the NSFC, and the number of
projects is growing rapidly each year. There are increasingly
more disciplines and integrations, which renders it difficult to
process topic predictions. Our method may not be the optimal
method; therefore, we will explore more precise methods in
future research. In addition, this article only considered the
Department of Information Science for prediction and did
not cover all departments. In future research, we will explore
other more effective and accurate methods and models for
tracking and predicting the research hotspots of science and
technology projects to better serve researchers and to promote
the sustainable development of national science and technol-
ogy innovation.
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