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ABSTRACT Most autonomous mobile robots are often equipped with monocular cameras and 3D LiDARs
to perform vital tasks such as localization and mapping. In this paper, we present a two-stage extrinsic
calibration method as well as a hybrid-residual-based odometry approach for such camera-LiDAR systems.
Our extrinsic calibration method can estimate the relative transformation between the camera and the LiDAR
with high accuracy, allowing us to better register the image and the point cloud data. After the calibration, our
hybrid-residual-based odometry can be used to provide real-time, accurate odometry estimates. Our approach
exploits both direct and indirect image features. The sensor motions are estimated by jointly minimizing
reprojection residuals and photometric residuals in a nonlinear optimization procedure. Experiments are
conducted to show the accuracy and robustness of our extrinsic calibration and odometry algorithms using
both public and self-owned real-world datasets. The results suggest that our calibration method can provide
accurate extrinsic parameters estimation without using initial values, and our odometry approach can achieve

competitive estimation accuracy and robustness.

INDEX TERMS Camera-LiDAR system, hybrid-residual, extrinsic calibration, odometry.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is a vital
task of most autonomous mobile robots, and LiDAR and
camera are the two most widely used sensors for such tasks.

SLAM algorithms using camera images are often referred
as visual SLAM, they use abundant texture information to
estimate ego-motion, either by using image features [1] or by
using direct pixel intensities [2], [3]. Recent methods are
capable of running at real-time with relatively high accu-
racy and using a monocular camera at a low cost. However,
monocular visual SLAM suffers inherently from the scale-
ambiguity problem.

SLAM algorithms using LiDAR point clouds are based
on point-cloud registration using algorithms such as
ICP [4] or NDT [5]. As the LiDAR can provide direct
3D point-measurements, LIDAR-based algorithms are often
superior in mapping accuracy. However, due to the limited
number of laser beams in the LiDAR, the point cloud are
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rather sparse in the vertical direction. This can pose difficul-
ties in the registration.

Camera-LiDAR odometry tries to exploit both the laser
point cloud data and the camera image information for esti-
mating the ego-motion. A combination of accurate but sparse
spatial measurements from laser scans and dense appearance
information from camera images have the potential to com-
plement each other for the task of motion estimation. Such
a system has shown remarkable potential in both mapping
accuracy and robustness in recent studies [6]-[8].

In this paper, we focus on camera-LiDAR systems and
address at first the extrinsic calibration problem, and then,
the odometry problem.

We study the camera-LiDAR extrinsic calibration problem
so that the LiDAR and camera data can be accurately reg-
istered under a common reference frame, thereby laying a
good foundation for camera-LiDAR odometry. We propose a
two-stage calibration method inspired by the works of Huang
and Stachniss [9] and Pandey et al. [10]. The first calibration
stage aims to obtain a proper initial guess of the extrinsic
parameters by exploiting constraints between the motions
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of individual sensors. The second calibration stage further
refines the result by registering the LiDAR reflectivity infor-
mation to the image intensity information using a metric call
mutual information, assuming the camera and LiDAR have
a sufficiently overlapped field of view (FOV). Experimental
results show that our method can achieve accurate calibration
results.

In the second part of this paper, we study the camera-
LiDAR odometry problem. In our previous work [11],
we proposed an odometry framework for RGB-Depth sen-
sors which are similar to camera-LiDAR systems but can
provide much denser close-range depth information (e.g.,
the Kinect sensor). For RGB-Depth sensors, our previous
work jointly minimizes the reprojection residuals, the pho-
tometric residuals and the depth residuals altogether in a
novel hybrid-residual-based optimization model. By exploit-
ing multiple types of information, the robustness and accu-
racy of odometry estimates are greatly enhanced. However,
in case of camera-LiDAR system, such an approach cannot be
adapted easily as the depth information provided by LiDAR
is much sparser than the image pixels, rendering the depth
residuals and 3D landmark features rarely sufficient. In this
paper, we address these issues and propose camera-LiDAR
odometry which exploits both direct and indirect image fea-
tures (assuming the camera and LiDAR have a sufficiently
overlapped FOV). By performing depth-interpolation, our
approach can obtain sufficient landmark features and provide
accurate ego-motion estimates. Experiments are conducted to
evaluate the accuracy and robustness of our odometry algo-
rithms using both public and self-owned real-world datasets.
The results suggest that our odometry approach can achieve
competitive estimation accuracy and robustness.

The main contributions of this paper are as follows:

o An accurate two-stage camera-LiDAR extrinsic calibra-

tion approach;

o A novel hybrid-residual-based odometry method for

camera-LiDAR systems;

o A novel occlusion-filtering approach for improving

accuracy in both extrinsic calibration and odometry.

Il. RELATED WORK

In this section, we provide an overview of related work
for extrinsic calibration and odometry problems regarding
camera-LiDAR systems.

A. EXTRINSIC CAMERA-LIDAR CALIBRATION
Previous extrinsic calibration methods can be categorized
into two categories: the target-based and target-less methods.
Target-based methods involve using fiducial objects with
known geometry to perform the calibration [12]-[14]. Such
kind of approach can often provide accurate calibration
results. However, due to the requirement of fiducial objects
and human interventions, these calibration methods cannot
be done on-the-fly or in-field easily.
Many works are focused on target-less calibration, includ-
ing motion-based and feature-based calibration methods.
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Motion-based calibration methods [9], [15], [16] estimate
the extrinsic parameters by using a series of relative pose
measurements of the sensors, while feature-based calibration
methods [10], [17]-[21] extract features from the camera and
lidar data and then estimate the parameters by minimizing the
reprojection error of the corresponding features.

Among the motion-based methods, Shiu and Ahmad [15]
solve a set of homogeneous transform equations in the form of
AX = XB, where (A, B) represents the relative motions of two
modalities and X is the six Degree of Freedom (DOF) relative
transformation parameters between the modalities. Huang
and Stachniss [9] estimate not only the extrinsic parame-
ters but also the motion errors by using the Gauss-Helmert
paradigm, thereby improving the calibration accuracy and
robustness significantly.

Among the feature-based methods, Liao et al. [17] and
Moghadam et al. [18] use 3D line features from the point
clouds and corresponding 2D line segments from camera
images when exploiting the statistical dependence of the sen-
sor data. Boughorbal et al. [19] and Williams et al. [21] esti-
mate the extrinsic parameters by using a x 2 test to maximize
the correlation between the sensor data. Napier et al. [20]
optimize a correlation measure between the laser reflec-
tivity and grayscale image values to calibrate a 2D push-
broom lidar and a camera system. Pandey et al. [10] address
the camera-LiDAR calibration problem by maximizing the
mutual information between the sensor measured surface
intensities. Such a method can achieve accurate calibration
results if provided sufficient data and a proper initial guess.

According to our experience, feature-based calibration
approaches can often provide satisfying results if a proper ini-
tial guess is provided. Motion-based calibration approaches,
on the other hand, are often not accurate enough for proper
point-cloud-to-image registration, but it can tolerate a noisy
initial guess and even work without using one. Therefore,
we propose to combine the advantages of both methods
by using a two-stage calibration method where a motion-
based approach serves as an initial calibration, and a mutual-
information-based approach further refines the estimate. The
work of Liao et al. [17] has a similar idea, but they rely on
a line-feature based method as the second stage, which has a
strong dependence on the structured environment and is likely
to fail in an unstructured scene. Our approach does not has
such limitation and can work with nature scenes.

B. CAMERA-LiDAR ODOMETRY

There are direct and indirect methods for camera-LiDAR
odometry problems. The indirect approaches, also known as
feature-based, extract image keypoints from the image and
their depth information from the LiDAR point cloud. A set of
such keypoints are then used to estimate the sensor motions.
For example, Zhang et al. [8] proposed a method utilizing
keypoints both with and without depth measurements. The
motion is estimated by minimizing the reprojection errors
of keypoints. Andreasson et al. [7], [22] utilize all the key-
points as well, but they address the missing depth problem
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with vision-based depth interpolation. Direct methods are a
kind of methods which do not extract image features but
use pixel intensity values directly. Shin et al. [6] use the
projected laser points to perform a multi-frame photometric
optimization the same as the DSO visual-SLAM odome-
try [2]. Della Corte et al. [23] proposed a multi-cue photomet-
ric point cloud registration approach which considers color,
depth, and normal information, however, it is designed for
RBG-Depth sensors.

Ill. THE TWO-STAGE CALIBRATION FRAMEWORK FOR

LiDAR AND CAMERA
In this section, we present our two-Stage extrinsic calibra-

tion method for camera-LiDAR systems. Our calibration
approach combines a motion-based approach and a mutual-
information-based approach. Our motivation is that, on the
one hand, the mutual-information-based approach can pro-
vide more accurate calibration results but require a proper
initial guess of the extrinsic calibration. On the other hand,
the motion-based approach can work without an initial guess,
but its estimate has limited accuracy. Thus, the combination
of the two approaches can yield advantages.

In the following discussion, we assume the camera and
LiDAR to be time-synchronized (e.g., by using hardware
trigger) and the intrinsic calibration parameters of the monoc-
ular camera (i.e., focal length, camera center, distortion coef-
ficients of the lens) are pre-calibrated. The LiDAR coordinate
system is originated at the LiDAR optical center with its
x-axis pointing to the forward, y-axis pointing left, and z-axis
pointing upward coinciding with the LiDAR principal axis.
The camera coordinate system is originated at the camera
optical center with its x-axis pointing to the downward, y-axis
pointing left, and z-axis pointing forward coinciding with the
camera principal axis. The world coordinate system coincides
with the camera coordinate system at the starting position.
The extrinsic parameters used in this paper are the rotations
and translations of the LiDAR coordinate frame relative to
the camera coordinate frame, which are defined in the camera
coordinate frame.

A. MOTION-BASED FIRST STAGE CALIBRATION

The first calibration stage of our approach is a motion-based
method which exploits the constraint equation AX = XB
between the ego-motions/trajectories (i.e., A, B) of individual
sensors to estimate a coarse initial guess of the extrinsic
parameters (i.e., X). We model this problem with the Guass-
Helmert least-squares formulation, which is described in this
section.

To perform the motion-based calibration, one needs to
instruct the robot to perform six-DOF motions and obtain
ego-centric trajectories of both the LiDAR and the camera.
We denote the trajectories of the two sensors as:

Tai
) def | r¢i
Lai
Lei

i=13""N (])
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where r,; and t,; are the rotations and translations of the
LiDAR trajectories; r.; and #.; are the rotations and trans-
lations of the camera trajectories. The notation r represents
a angle-axis vector of a rotation matrix, and R(-) represents
the rotation matrix of the corresponding angle-axis vector.
We also denote the unknown extrinsic parameters as:

x & m )

where 7 is the angle-axis vector of the rotation parameter and
& is the translation parameter.

Base on the constraint equation AX = XB, we define two
error functions which relate the sensor trajectories data I; to
the unknown extrinsic parameters x:

def
g 1) F [Rra) — BIE +ts — R, (3)
def
g 1) = ry — Rapra. @
In the noise-free case, a true solution x* will fulfill
k . d_ef gt(x*vli) _ .
g(x 9 ll) - [gr(x*’ ll) - 0 Vl' (5)

However, this is often not the case and there will be inevitable
measurement errors, we therefore denote the unknown trajec-
tory errors as €;:

e=1—1, (6)

with l? being the raw trajectory data.
Then, our task is to estimate both the extrinsic parameters
x and the trajectory errors €; by solving
argmin

N
> leilly,
x,{e;} i
subjectto g(x, €; + l?) =0, Vi, 7

assuming €; follows a normal distribution and W; dZEf X 171’1 is
its inverse covariance matrix.

We refer to Equation (7) as a Guass-Helmert least-squares
problem and it can be solved by iterating between linearizing
the model and adjusting the parameters x and €;. To be more
specific, assume that in the k-th iteration, the corrected mea-
surements lf as well as the estimated parameters x* will be
updated by

lf“ = AL +15 and ¥ = Ax + x5 8)

We first linearize the non-linear constraint equation g(x, [) =
0 around (x¥, lf.‘) by:

gk I+ ax + 1Lkl = o, ©9)

where Jf-‘ are the Jacobians of g with respect to x and Lf-‘ are
the Jacobians of g with respect to I. Then the Equation (7)
becomes

argmin ||Al-+€]~‘||2.

Ax (AL} Xl: LW

st g I+ ax+kaL =0, Vi, (10
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. . def . . .
in which ef.‘ = lf-‘ — l? are the corresponding k-th iteration

trajectory errors.
Equation (10) can be solved using the method of Lagrange
multipliers and its solution is:

-1
ax = (Y 7am) Y lae,  ata
i i
Al; = ZliliL;l—Ai(ci —J;Ax) — G{-c, (11b)
with A; dzef (LizliliL,T)_l, (11c)
and ¢; def —g(xk,li-‘) + L,-ef»‘. (11d)

Using Equation (11), we can obtain the estimate (kL f.‘“)
and repeat the process until convergence.

Note that motion-based algorithm will degenerate if the
trajectory measurements do not contain full 3D rotation [9].
Thus, one should ensure that the provided sensor trajectories
contain sufficient movements in all six-DOF.

When working with trajectories of a monocular camera,
their scale factors are often unknown due to the inherent
scale-ambiguity problem. We propose to determine such
scale factors (denoted as A) by using the fact that the norm
of a translation is the same for both camera and LiDAR in
case of pure translations, i.e.

IAteill = lltaill,  if [|reill = 0. 12)

Thus, one can first instruct the robot to perform pure transla-
tion (which can be carried out easily for ground vehicles in
most cases), then use such trajectories to estimate the scale
parameter of the camera by solving

M
argmin Y (|Maill = lbal)®. i=1,---,M, (13)
A=
where M is the number of motion measurement segments
which contain no rotations, and ||-|| represents 2-norm. We
can solve A by making the first derivative of the Equation (13)
equals to zero, i.e.

M
22 lecill (A MlEeill — Ntail) = 0. i=1,--- M. (14)

=1
The solution to A reads as:

M
1 il 1Eai
po S bl ltall

M 2
> iz liteill

The scale-corrected camera trajectory is now (r;, t;i) with

¢ ot (16)

Note that A needs to be calculated for each camera trajectory.

B. MUTUAL-INFORMATION-BASED SECOND

STAGE CALIBRATION

The second calibration stage of our approach is a mutual-
information-based method which further refines the extrinsic
parameters by registering the LiDAR reflectivity information
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to the camera image intensity information using a metric call
mutual information.

For a scene point co-observed by the LiDAR and camera,
one can obtain three types of measurement: its range, reflec-
tivity, and image intensity. Both the range and reflectivity
information are provided by the LiDAR, and the reflectivity
measures how much percentage of the infra-red pulse is
reflected back to the LiDAR receiver by the scene point.
Such kind of reflectivity information is often similar or well-
aligned to the image intensity information in a real-world
environment, and hence can be used to calibrate the two
Sensors.

To perform mutual-information-based calibration, we rely
on a set of scene points co-observed by the LiDAR and
camera. Assuming an initial extrinsic parameters (1, &) for
stage one calibration are obtained, a 3D LiDAR point s can be
projected to the camera image plane at the pixel location of

def
¢ = m(KR(ms + §)), a7
where K is the camera matrix defined by camera intrinsic
parameters, and 7 (-) is the Euclidean normalization function
that transforms homogeneous coordinates into (inhomoge-
neous) pixel coordinates, i.e.

YL det
(v hE [”/W]. (18)

v/w
w /

If the projected 2D point ¢ lies inside the camera image, then
we refere to the scene point s as a co-observed point. Such a
set of co-observed points are used in our second calibration
stage. We denote their LiDAR reflectivity values as random
variable S and their image intensities as random variable C.
The mutual information between S and C is a measure of
statistical dependence (or correlation) occurring between the
two random variables, which we define as the entropy:

MI(S, C) d=EfH(S)+H(C)—H(S, 0), (19)
with
HS) € =3 ps(si log ps S, (20)
S;eS
HO) € = 3 pe(Clogpe(Cy), @1
CieC
H(S. 0) & =37 3 pse(si. G logpsc(Si €. (22)
S;eS CieC
and
def |
ps(s =50 € =37 Gu(S - 5)). (23)
j=1
pec=cr® 13 60— 24)
i n pr ) )
1 & -
o-sc-0# 1S a(E-[2) o
j=
120109
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FIGURE 1. The mutual-information between the LiDAR reflectivity and
camera intensity as a function of one of the extrinsic parameters, pitch
angle. All the other parameters are fixed at their ground truth. The
maximum mutual-information is observed at the true pitch angle -0.11°.

Here, H(-) represent the amount of uncertainty. S;, C;represent
the observations of the random variables, 7 is the total num-
ber of co-observed scene points. p(-) represent marginal and
joint probabilities of the random variables, which are kernel
density estimates by using Gaussian kernels G, (-) and Gq(-)
with a bandwidth of w and 2 respectively. €2 is determined
by Silverman’s rule of thumb [24]:

_ 1l1os 0
Q = 1.06n5 [0 0cj| . (26)

Under the correct extrinsic parameters, the mutual-
information between the LiDAR reflectivity information
and the image intensity information should be maxi-
mized [10], i.e.

x* = argmax MI(S, C; x). 27
X

Fig. 1 depicted an experimental result to support this argu-
ment. Here, the mutual-information is calculated under dif-
ferent extrinsic parameter (i.e. pitch angle), it reaches the
maximum value at the correct pitch angle.

Although the objective function in Equation (27) is not
a direct function of the calibration parameters, it can still
be solved numerically with a gradient-descent approach the
same as in [25].

C. OCCLUSION FILTERING FOR

ACCURACY IMPROVEMENTS

Throughout this paper, we assume each triplet of range,
reflectivity, and image intensity values reported by the
camera-LiDAR system are originated from one co-observed
scene point. However, such assumption will be violated if
the scene point is occluded due to a viewpoint difference
between the LiDAR and camera, which often happens for a
point located at object borders. In that case, the reflectivity
and image intensity values are originated from different scene
points and should be removed from the estimation process.
Otherwise, the estimation accuracy will deteriorate, and the
estimation result will contain systematic errors.
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(a) camera: 12345

(b) LiDAR: 13425

FIGURE 2. The pixels order of projected 3D points will change if they are
occluded. In the camera view, we label the 3D points from left to right as
(1, 2, 3, 4, 5). In the LiDAR view, point 3 and 4 are occluded, leading to a
different pixel order, which is now (1, 3, 4, 2, 5) from left to right.

We exploit such pixel order changes to perform occlusion detection for
sparse 3D point clouds.

To overcome the occlusion problem, we propose a novel
occlusion filtering method to predict which scene point in a
sparse point cloud will be occluded due to sensor viewpoint
differences. The key observation of our approach is that
whenever parts of a point cloud are occluded in one sensor
view, the relative pixel order of the projected point cloud in
another sensor view will be different.

Fig. 2 illustrated an example. Assume in the camera view,
and there are five scene points labeled as (1, 2, 3, 4, 5)
from left to right. Point 3 and 4 are occluded in the LiDAR
view due to a translational viewpoint difference. In this case,
the projected pixel order of the same point-set becomes (1, 3,
4,2, 5) in the LiDAR view, again from left to right. In other
words, the order of points (3, 4) and point 2 is swapped in
the two sensor views, and we could exploit such changes to
detect occlusion.

We generalized this idea and developed an algorithm for
occlusion filtering for sparse 3D point clouds. Fig. 3 shows
an example result on real-world data. The detected occluded
points are marked red in Fig. 3a. As shown, the corresponding
points in Fig. 3b are drawn incorrect color. Such points
should therefore be removed from the mutual-information-
based calibration.

Note that the number of occluded points is likely to
increase when the observed object gets closer, thus the
occlusion filtering becomes more necessary in an indoor
environment.

IV. HYBRID-RESIDUAL-BASED ODOMETRY FOR
CAMERA-LIDAR SYSTEM

After the calibration, we propose a hybrid-residual-based
camera-LiDAR odometry method for accurate real-time
motion estimation.

The motion estimation problem of the camera-LiDAR sys-
tem is equivalent to the problem of estimating the camera
motion using both the image and point cloud data. Our
approach relies on two types of the landmark: the photometric
landmarks and the reprojection landmarks. Both types of
the landmark are a set of pixels extracted from the camera
image base on certain criterions (Sec. IV-A). We assign each
of the landmarks with a depth value either directly from
a LiDAR range readings or through a depth interpolation
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(b) after detection

FIGURE 3. An occlusion detection result on real-world data, image

(a) shows a result that after projecting an image onto point cloud. Image
(b) shows the occlusion detection result, and red points indicate the
occlude points which are detected by our method. These points are
clearly drawn incorrect color information, as shown in the image (a). The
bottom-right of each image shows the image being projected.

algorithm (Sec. IV-B). Each landmark introduces a photomet-
ric or a reprojection residual term in our motion estimation
model (Sec. IV-C).

A. LANDMARK EXTRACTION
For photometric landmarks, we choose pixels which have the
highest gradient magnitude values because they are consid-
ered to be more salient and robust to illumination changes.
To extract these photometric landmarks, we first compute
the gradient of each pixel by applying the Sobel filter to the
grayscale camera image. We then construct a histogram of all
gradient values to determine a threshold, and any pixel with
a gradient value exceeds the threshold are selected. Fig. 4a
illustrated an example of extracted photometric landmarks
(marked green) on top of a gradient magnitude image.

For reprojection landmarks, we use the Oriented FAST and
rotated BRIEF (ORB) feature detector and descriptor [26]
to perform keypoint extraction and matching. During the
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(a) photometric landmarks

(b) reprojection landmarks

FIGURE 4. An example of photometric and reprojection landmarks.

keypoint extraction, the image is divided into grids, and the
ORB feature detector is applied to each grid. In this way,
keypoint is extracted homogeneously in the image, and the
number of features in each grid is similar. Fig. 4b illustrated
an example of extracted reprojection landmarks (green mark)
on top of a color image.

B. DEPTH INTERPOLATION

After a pixel or keypoint is selected as a landmark, it has
to be assigned with a depth value in order to be useful for
the camera motion estimation. This can be done easily if the
pixel/keypoint correspond to a LiDAR point, as the depth
value will be directly available from the LiDAR range reading
after the coordinate transformation. However, because the
range measurements from LiDAR are much sparser than the
image pixels, most of the landmarks will not correspond to
a LiDAR point and hence has to be discarded if no special
treatment is applied, rendering the camera motion estima-
tion process unable to proceed. To address this problem,
we propose to approximate the missing depth values with
interpolated ones, using a method described in this section.

First, let us denote a depthless pixel or keypoint as

¢ = (r;, &, bi, uj, vi), (28)

where r;, g;, b; are the three RGB values of the pixel and u;,
v; are the pixel coordinates. Then, we denote a LIDAR-point-
projected pixel as

¢j = (1, gj, bj, uj, vj, dj), (29)

where d; is the known depth of the LiDAR point. Our task
is to estimate the depth value d of a pixel ¢; given a set of
pixels ¢;.

One can use the nearest-neighbor interpolation method to
select a ¢; closest to the ¢; in terms of coordinate distances.
However, a more reasonable method should also consider the
color similarity, as the approximation of depth is related to
not only pixel distance but also color. Therefore, we formulate
this as a Maximum Likelihood Estimate (MLE) problem with
the likelihood function defined as

_ (ui—uj)2+(vi—Vj)2 _ (ri—rj)z+(g,-—gj)2+(bi—bj)2

plej c)) =e o °C (30)

where crg is the variance for color differences, UI% is the
variance of coordinate differences which is calculated from
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(a) before interpolation

(b) after interpolation

FIGURE 5. An example depth image before and after the interpolation.
The pixel is drawn as a gray value according to its depth value. The
bottom-right of each image shows the corresponding color image.

a distance matrix. Each pixel can generate its distance matrix
which has a size the same as the image. Each item in the
matrix refers to the distance between that pixel and all other
pixels. The mean square deviation of the distance matrix is
used as the variance of the pixel point. Pixel color can be
regarded as three-DOF coordinates, hence the variances of
pixel color are calculated using a similar process.

Fig. 5 shows an example depth image before and after
the interpolation. Please note that the depth interpolation is
only performed for the pixels which are within a 5 pixel
distance of those pixels with depth measurements. Cause the
depth interpolation is meaningless when two pixels are too far
apart. Compared to other method such as [27], our approach
does not require solving high-dimensional linear equations,
making the interpolation process less time-consuming and
can be run in real-time.

C. OPTIMIZATION MODEL
Once the photometric and reprojection landmarks are
extracted and assigned with depth values, they are used to
estimate the camera motion.

‘We model such problem as a MLE problem:

2
argmax [ | p(@on. aun)l$), (31)
¢ n=1

where ¢ is the six-DOF motion parameters of the cam-
era frame with respect to the world coordinate system,
p((@on, @yy)) is the maximum likelihood probability, a,, is the
landmark in the world coordinate, a,,, is the corresponding
landmark in the camera coordinate.

Under the Gaussian noise assumption, the MLE problem
in Equation (31) is equivalent to a weighted nonlinear least
squares problem which contains both reprojection residuals
and photometric residuals:

Nrep 62 Npho 62

rep,i pho,j
e et I (32)

i=1 %rep.i j=1 pho,j

argmin

where e, ; is the reprojection residual, ey, j is the photomet-
ric residual, orzep ; and op2h0 jare the observation noise covari-
ance, which are estimated online based on the distribution of

observations.
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The reprojection residual e, ; is defined as the coordinate
difference between a detected reprojection landmark and its
corresponding reprojected point in the image

def Codi=1,-

T T
Crep,i = [uois Voil " — [twis vivil s Niep,

(33)

where [u,;, vm-]T are the pixel coordinates of observed
keypoint, and [uy, vW,~]T are the pixel coordinates of
corresponding reprojected point which is determined by key-
point extraction and matching.

The photometric residuals ey, ; is defined as the pixel
intensity distance of a photometric landmark and its repro-
jected pixel in the current image

def X
ephoj = Tluo, voil") — L(@n)y j=1,-+, Noor (34)

where Z(a,;) is the intensity value of the photometric land-
mark when it is first extracted, and Z([u,;, voj]T) is the inten-
sity value of corresponding pixel in the image.

The nonlinear optimization problem in Equation (32) is
solved with a similar approach as in [11]. To increase the
robustness with respect to outliers, residuals larger than a
certain threshold is considered as an outlier and removed from
the optimization.

V. EXPERIMENTS AND RESULTS

In this paper, we propose a two-stage extrinsic calibra-
tion method as well as a hybrid-residual-based odometry
approach for camera-LiDAR systems. We conduct experi-
ments to show that (i) our two-stage calibration approach
can provide accurate extrinsic parameter estimates, with-
out requiring an initial guess, (ii) our occlusion detec-
tion approach can improve the overall calibration accuracy,
(iii) our hybrid-residual-based odometry can achieve compet-
itive localization accuracy even with fast motion.

The experiments consist of two parts. In the first part,
we perform extrinsic calibration using real-world data, and
in the second part, we evaluate the proposed camera-LiDAR
odometry approach and make comparisons to other state-of-
the-art algorithms.

The main robotic platform used in the experiments is a
self-developed tracked robot equipped with a camera-LiDAR
system, as shown in Fig. 6. All our methods are implemented
in C4+ and run on this platform with a 2.2 GHz eight-core
CPU processor.

A. EXTRINSIC CALIBRATION ON REAL ROBOT
To validate our calibration method, we perform extrinsic
calibration on our own robotic platform.

We first acquired a set of sensor trajectories to estimate an
initial guess for the extrinsic parameters, using our stage-one
calibration algorithm. We instructed the robot to perform a
set of movements, and at the same time, estimate the ego-
motion of both the LiDAR and the camera using a LiDAR
odometry algorithm named LOAM [28] and visual odometry
named ORB-SLAM [1].
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FIGURE 6. Our experimental robot platform which is equipped with a
camera-LiDAR system.

TABLE 1. Extrinsic calibration results on real robot.

Translation (m) Mean Difference

x y z (m)
reference | 0.0353  0.0372  0.1036 | —
first-stage 0.0674  0.0408 0.0821 0.0191

second-stage | 0.0351  0.0302 0.1031 0.0026

Mean difference in translation is the mean value of each axis

difference.
Rotation (°) Mean Difference
roll pitch yaw (©)
reference | -0.3012  0.1132  0.2031 | —
first-stage 0.0312 -0.0312 0.0314 0.3265
second-stage | -0.2449  0.1302  0.1567 0.0620

Mean difference in rotation is the difference of angle parameter of
the angle-axis vector.

The performed robot movements contain both pure trans-
lations and full six-DOF motions. The pure translations are
used for recovering the scale factor of the estimated camera
trajectories, using the method described in Sec. III-A. The
six-DOF motions ensure the motion-based calibration algo-
rithm does not degenerate during the estimation, allowing all
six extrinsic parameters to be recovered.

In the first-stage motion-based calibration, we used a total
of 31 pairs of motion data to obtain the initial guess. In the
second-stage mutual-information-based calibration, we used
20 pairs of selected distinctive sensor data to refine the esti-
mate. Both the intermediate and final extrinsic parameters are
shown in TABLE 1. The rotational parameters are represented
as Euler angles, i.e., the roll, pitch and yaw angles.

As this is a real-world experiment, the ground truth of
extrinsic parameters is unfortunately not available. In order
to perform a quantitative evaluation, we obtained a ref-
erence value by manually adjusting the six-DOF extrinsic
parameters until the point cloud projections onto the camera
images are visually plausible as much as possible (as depicted
in Fig. 7). The resulting reference values are also listed in
TABLE 1 and serve as the ground-truth for the following
evaluations.

Compared to the reference values, the first-stage calibra-
tion result has a translation difference about 2 cm and a

VOLUME 7, 2019

FIGURE 7. Point cloud projections onto the camera images using
manually adjusted extrinsic parameters.

(b) indoor example

FIGURE 8. Ford Campus dataset example (a) outdoor scene (b) indoor
scene.

rotation difference about 0.3°. Such differences are further
reduced by our second-stage calibration algorithm and lead to
afinal difference of 0.2 cm in translation and 0.06° in rotation.
Thus, we conclude our two-staged calibration algorithm can
perform accurate calibration on real robots.

Furthermore, the computation time of the whole calibration
pipeline is around 90 second, including the scale estimation
and the two-stage calibration, which is acceptable for practi-
cal in-field operations of robots.

B. EXTRINSIC CALIBRATION WITH FORD

CAMPUS DATASET

To further validate our calibration algorithm, we also apply
our algorithm/pipeline to the Ford Campus dataset [29],
which is a dataset collected using a ground vehicle equipped
with a Point Grey Ladybug3 omnidirectional camera system
and a Velodyne 3D LiDAR (examples shown in Fig. 8).
We estimate the extrinsic parameters between the LiDAR and
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(a) (d)

©) (d)

FIGURE 9. The maps generated by registering the point clouds based on our odometry in (a)-(b) a courtyard, (c)-(d) an office. The

camera-LiDAR system is placed on NuBot platform.

TABLE 2. Calibration results on Ford Campus dataset.

Translation (m) Mean Error
z y z (m)

Ground Truth | 0.4150 0.0129 0.2998 | —
Estimated 0.4185 0.0311 0.3021 0.0095
Estimated(no occl. filtering) | 0.4185 0.0308 0.3075 0.0097

Mean error in translation is the mean value of each axis error.

Rotation (°) Mean Error
roll  pitch  yaw (®)

Ground Truth [89.9406 -0.1068 -89.7813 | —
Estimated 90.1219 -0.1364 -89.7147| 0.0495
Estimated(no occl. filtering) | 90.0434 -0.1914 -90.0473| 0.1640

Mean error in rotation is the error of angle parameter of the angle-axis
vector.

the forward-looking camera, then compare the result to the
provided parameters.

The calibration result is shown in TABLE 2. Compared
to the ground-truth, our estimated parameters have a trans-
lational error of 0.95 cm and a rotational error of 0.0495°.

To study the influence of our occlusion filtering algorithm,
we also evaluated the calibration results estimated with the
occlusion filtering disabled. As can be seen in TABLE 2,
the calibration accuracy deteriorates when the filtering is
disabled, especially for the rotation estimation. Such a result
suggests that our occlusion detection approach can improve
the overall calibration accuracy.

C. ODOMETRY WITH OWN DATASET
In this experiment, we evaluate our odometry approach using
datasets collected with our robotic platform.

The dataset contains both indoor and outdoor environ-
ments, as shown in Fig. 9a and Fig. 9c. During the experiment,
we instruct the robot to strictly follow a set of prede-
fined trajectories, whose geometry are known and manually
measured. All the trajectories are loop-closed, and the robot
always returns to the starting point, therefore we can easily
calculate the accumulated drift of the odometry.

We carried out three trials for each scene, and the transla-
tional drifts/errors of each trial are listed in TABLE 3. The
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TABLE 3. Translational drifts of each estimated trajectory.

Environment | Trial No. End Point Error (m) Error
x Yy z ‘ (%)

01 -1.209 0.856 0.476 2.47

Courtyard 02 1.300 1.009 -0.628 | 2.68
03 -1.097 -0.965 -0.635 | 252

01 -0.1385  -0.2702  0.6388 | 2.51

Office 02 0.2001  -0.1178  -0.7207 | 2.68

03 0.1639  -0.1295  0.6433 | 2.39

TABLE 4. Comparison on translational drifts of three methods.

. LOAM [28]
Environment (a quarter of the laser points) ORB-SLAM [1] ‘ Ours
Office \ 13.3% \ 3.89% \ 2.52%
Courtyard \ 14.1% \ 7.40% \ 2.56%

average error of the indoor trials is 2.52%, and the average
error of the outdoor trials is 2.56%, as shown in the rightmost
column of TABLE 4.

TABLE 4 also shows the average translational errors
of i) the LiDAR-based approach LOAM [28] and ii) the
camera-based approach ORB-SLAM [1] on this dataset for
comparison. As can be seen in the TABLE 4, our method
outperforms the other two methods which rely on a single
sensor modality.

The resulting 3D maps generated by our approach are
shown in Fig. 9b and Fig. 9d. In the experiment, all computa-
tion is performed in real-time, and the camera-LiDAR extrin-
sic parameters are determined by our two-stage calibration
method as mentioned in the previous section.

It is worth mentioning that our odometry approach is
able to handle (relatively) fast motion. During the experi-
ment, our algorithm remains accurate even when the robot
moves with relatively high speed (around 0.8 m/s) and mak-
ing large turns. Take the corner shown in Fig. 10 as an
example. The map generated by LOAM (i.e. Fig. 10a) is
significantly misaligned during a 90° rotation whereas the
result of our approach (i.e. Fig. 10b) is not affected by such
motion.
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(a) LOAM

(b) Ours

FIGURE 10. (a) The LOAM failed when passing the corner (the point cloud
is colored). (b) Our approach has almost no drift in the same corner, which
proves that fusing image information improves the odometry robustness.

TABLE 5. Comparison on averaging translational error of the KITTI
odometry dataset.

SeqNoJ . art ;;Ooﬁgfe[igsir points)CRB-SLAM [1] ‘DEMO [8]‘ Ours
01 | 14.53% \ x | 1.87% [2.30%
03 | 5.61% | 145% | 099% [1.06%
10 | 4.79% | 221% | 114% [1.62%

D. ODOMETRY WITH THE KITTI DATASET

In this experiment, we make further comparisons between
our odometry approach and three state-of-the-art approaches
using the KITTI odometry dataset [30]. The three methods are
i) LIDAR-only odometry LOAM, ii) camera-only odometry
ORB-SLAM and iii) a state-of-the-art camera-LiDAR odom-
etry named DEMO [8].

We chose the sequence 01, 03 and 10 for a fair compar-
ison, as these sequences do not contain loops in their path
and hence once can ignore the effect of loop-closing. The
respective translational error of each odometry method is
depicted in TABLE 5. Judging from the result, our approach
again outperforms the single modality methods (i.e., LOAM
and ORB-SLAM), and can achieve competitive estimation
accuracy with respect to the state-of-the-art camera-LiDAR
odometry DEMO.

Notice that the ORB-SLAM lost track in the sequence 01,
which is not unexpected since sequence 01 is a challenging
highway sequence which lacks both structural and textual
features. Our approach, on the other hand, is not affected.

VI. CONCLUSION

In this paper, we focus on camera-LiDAR systems and
propose a two-stage extrinsic calibration method as well
as a hybrid-residual-based odometry approach. To better
register the image and the point cloud data, our calibra-
tion approach combines a motion-based approach and a
mutual-information-based approach, where the motion-based
approach (i.e., the first stage) estimates an initial guess of
the extrinsic parameters, and the mutual-information-based
approach (i.e., the second stage) refines the result to a
high accuracy. We also presented a novel occlusion filtering
algorithm to remove occluded data points, which is useful
for improving calibration accuracy and robustness. We also
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proposed real-time hybrid-residual-based odometry which
exploits both photometric and reprojection image features.
The point cloud sparsity problem is resolved with our color-
related depth-interpolation. We evaluated our calibration and
odometry approach on both our own robotic platform as well
as the real-world public dataset. The experimental results
suggest that our calibration method can provide accurate
extrinsic parameters estimation, and our odometry approach
can achieve competitive estimation accuracy and robustness.

REFERENCES

[1] R. Mur-Artal and J. D. Tardés, “ORB-SLAM2: An open-source SLAM
system for monocular, stereo, and RGB-D cameras,” IEEE Trans. Robot.,
vol. 33, no. 5, pp. 1255-1262, Oct. 2017.

[2] J. Engel, V. Koltun, and D. Cremers, “Direct sparse odometry,” [EEE
Trans. Pattern Anal. Mach. Intell., vol. 40, no. 3, pp. 611-625, Mar. 2016.

[3] C.Forster, M. Pizzoli, and D. Scaramuzza, ‘““SVO: Fast semi-direct monoc-

ular visual odometry,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA),

May/Jun. 2014, pp. 15-22.

Y. Chen and G. Medioni, “Object modelling by registration of multiple

range images,” Image Vis. Comput., vol. 10, no. 3, pp. 145-155, Apr. 1992.

[4

=

[5] M. Magnusson, ““The three-dimensional normal-distributions transform—
An efficient representation for registration, surface analysis, and loop
detection,” Ph.D. dissertation, Orebro Univ., Orebro, Sweden, 2009.

[6] Y.-S. Shin, Y. S. Park, and A. Kim, “Direct visual SLAM using sparse
depth for camera-LiDAR system,” in Proc. IEEE Int. Conf. Robot.
Autom. (ICRA), May 2018, pp. 1-8.

[7] H. Andreasson, R. Triebel, and A. Lilienthal, ““Vision-based interpolation

of 3D laser scans,” in Proc. IEEE Int. Conf. Auto. Robots Agents (ICARA),

Dec. 2006, pp. 455-460.

J. Zhang, M. Kaess, and S. Singh, “Real-time depth enhanced monocu-

lar odometry,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst. (IROS),

Sep. 2014, pp. 4973-4980.

[9] K. Huang and C. Stachniss, ‘“Extrinsic multi-sensor calibration for mobile
robots using the Gauss—Helmert model,” in Proc. IEEE/RSJ Int. Conf.
Intell. Robots Syst. (IROS), Sep. 2017, pp. 1490-1496.

[10] G. Pandey, J. R. Mcbride, S. Savarese, and R. M. Eustice, “Automatic
extrinsic calibration of vision and lidar by maximizing mutual informa-
tion,” J. Field Robot., vol. 32, no. 5, pp. 696-722, 2015.

[11] Q. Yu,J. Xiao, H. Lu, and Z. Zheng, ‘“Hybrid-residual-based RGBD visual
odometry,” IEEE Access, vol. 6, pp. 28540-28551, 2018.

[12] Y. Park, S. Yun, C. S. Won, K. Cho, K. Um, and S. Sim, “Calibration
between color camera and 3D LIDAR instruments with a polygonal planar
board,” Sensors, vol. 14, no. 3, pp. 5333-5353, 2014.

[13] J.-E. Ha, “Extrinsic calibration of a camera and laser range finder using a
new calibration structure of a plane with a triangular hole,” Int. J. Control,
Autom., Syst., vol. 10, no. 6, pp. 1240-1244, 2013.

[14] F. Vasconcelos, J. P. Barreto, and U. Nunes, “A minimal solution for the
extrinsic calibration of a camera and a laser-rangefinder,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 34, no. 11, pp. 2097-2107, Nov. 2012.

[15] Y. C. Shiu and S. Ahmad, “Calibration of wrist-mounted robotic sensors
by solving homogeneous transform equations of the form AX=XB,” I[EEE
Trans. Robot. Autom., vol. 5, no. 1, pp. 16-29, Feb. 1989.

[16] K. H. Strobl and G. Hirzinger, “Optimal hand-eye calibration,” in Proc.
IEEE/RSJ Int. Conf. Intell. Robots Syst. (IROS), Oct. 20006, pp. 4647-4653.

[17] Q. Liao, M. Liu, L. Tai, and H. Ye, “Extrinsic calibration of 3D range
finder and camera without auxiliary object or human intervention,” 2017,
arXiv:1703.04391. [Online]. Available: https://arxiv.org/abs/1703.04391

[18] P.Moghadam, M. Bosse, and R. Zlot, “‘Line-based extrinsic calibration of
range and image sensors,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA),
May 2013, pp. 3685-3691.

[19] F. Boughorbal, D. L. Page, C. Dumont, and M. A. Abidi, “‘Registration and
integration of multisensor data for photo-realistic scene reconstruction,” in
Proc. 28th AIPR Workshop, 3D Vis. Data Explor. Decis. Making, vol. 3905,
2000, pp. 74-85.

[20] A.Napier, P. Corke, and P. Newman, ‘‘Cross-calibration of push-broom 2D
LIDARs and cameras in natural scenes,” in Proc. IEEE Int. Conf. Robot.
Autom. (ICRA), May 2013, pp. 3679-3684.

[8

—

120115



IEEE Access

C. Shi et al.: Extrinsic Calibration and Odometry for Camera-LiDAR Systems

[21]

[22]

[23]

[24]
[25]

[26]

[27]

[28]
[29]

[30]

N. Williams, K.-L. Low, C. Hantak, M. Pollefeys, and A. Lastra, “Auto-
matic image alignment for 3D environment modeling,” in Proc. 17th
Brazilian Symp. Comput. Graph. Image Process., 2004, pp. 388-395.

H. Andreasson and A. J. Lilienthal, “6D scan registration using depth-
interpolated local image features,” J. Robot. Auto. Syst., vol. 58, no. 2,
pp. 157-165, 2010.

B. D. Corte, 1. Bogoslavskyi, C. Stachniss, and G. Grisetti, “A general
framework for flexible multi-cue photometric point cloud registration,” in
Proc. IEEE Int. Conf. Robot. Autom. (ICRA), May 2018, pp. 1-8.

B. W. Silverman, Density Estimation for Statistics and Data Analysis.
Evanston, IL, USA: Routledge, 2018.

J. Barzilai and J. M. Borwein, “Two-point step size gradient methods,”
IMA J. Numer. Anal., vol. 8, no. 1, pp. 141-148, 1988.

E. Rublee, V. Rabaud, K. Konolige, and G. Bradski, “ORB: An effi-
cient alternative to SIFT or SURE” in Proc. IEEE Int. Conf. Comput.
Vis. (ICCV), Nov. 2011, pp. 2564-2571.

1. Ashraf, S. Hur, and Y. Park, “An investigation of interpolation techniques
to generate 2D intensity image from LiDAR data,” IEEE Access, vol. 5,
pp. 8250-8260, 2017.

J.Zhang and S. Singh, “LOAM: Lidar odometry and mapping in realtime,”
in Proc. Robot., Sci. Syst. Conf. (RSS), vol. 2, Jul. 2014, p. 9.

G. Pandey, J. R. McBride, and R. M. Eustice, “Ford campus vision and
lidar data set,” Int. J. Robot. Res., vol. 30, no. 13, pp. 1543-1552, 2011.
A. Geiger, P. Lenz, C. Stiller, and R. Urtasun, “Vision meets robotics:
The KITTI dataset,” Int. J. Robot. Res., vol. 32, no. 11, pp. 1231-1237,
2013.

CHENGHAO SHI received the B.Eng. degree
from the Nanjing University of Aeronautics and
Astronautics (NUAA), in 2017. He is currently
pursuing the master’s degree with the National
University of Defense Technology (NUDT). His
research interest includes localization and mobile
robots.

KAIHONG HUANG received the B.E. degree
from the University of Electronic Science and
Technology of China, in 2011, the M.E. degree
from the National University of Defense Tech-
nology, China, in 2013, and the Ph.D. degree
from the University of Bonn, Germany, in 2018.
His research interests include robotics perception
and state estimation, simultaneous localization and
mapping, and sensor calibration.

120116

QINGHUA YU received the B.Eng., M.Eng., and
Ph.D. degrees from the National University of
Defense Technology (NUDT), China, in 2011,
2013, and 2018, respectively. His research inter-
ests include robot vision and mobile robots.

JUNHAO XIAO received the B.Eng. degree
from the National University of Defense Tech-
nology (NUDT), China, in 2007, and the Ph.D.
degree from the Department of Informatics, Insti-
tute of Technical Aspects of Multimodal Sys-
tems (TAMS), University of Hamburg, Germany,
in 2013. In 2013, he joined the Department
of Automation, NUDT, where he is currently
an Assistant Professor. His research interests
include mobile robotics, especially on localization,
mapping, robot soccer, and robot rescue.

HUIMIN LU received the B.Eng., M.Eng., and
Ph.D. degrees from the National University of
Defense Technology (NUDT), China, in 2003,
2005, and 2010, respectively. In 2010, he joined
the Department of Automation, NUDT, where he
is currently an Associate Professor. His research
interests include mobile robotics, especially on
omnidirectional vision, visual SLAM, robot soc-
cer, and robot rescue.

CHENGGANG XIE received the B.Eng. and
M.Eng. degrees from the National University of
Defense Technology (NUDT), China, in 1989 and
1994, respectively, and the Ph.D. degree from Cen-
tral South University, China, in 2008. In 1989,
he joined the Department of Automation, NUDT,
where he is currently a Senior Engineer. His
research interests include mobile robotics, espe-
cially on localization, mapping, and robot vision.

VOLUME 7, 2019



