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ABSTRACT Image encryption is an important method for protecting private data during communication.
This paper proposes a novel hyperchaotic image encryption algorithm based on stochastic signal insertion
and block permutation. First, the 5D hyperchaotic system is applied to generate pseudorandom number
sequences. The SHA-256 hash function and secret keys are used to produce the initial values of the
cryptosystem. The hash values can effectively enhance the sensitivity to plain image. To enlarge the key space
and change orbit of cryptosystem, some stochastic signals are inserted during iteration. The plain image is
equally divided into two parts. An X-coordinate, a Y-coordinate and a control table are established with
produced pseudonumber sequences. The pixel is swapped with another pixel in the current block or another
block depending on the control table. Cyclic shift is performed during the diffusion process. Performance and
security analyses are executed to verify the effect of the proposed scheme. It is clear that the proposed scheme
has a large key space and is highly sensitive to plain image and secret keys. Moreover, the cryptosystem
has low computation complexity and can resist correlation analysis, entropy analysis, statistical attack,
differential attack, noise and data loss attacks.

INDEX TERMS Stochastic signal insertion, block permutation, 5D hyperchaotic system, SHA-256 hash
function.

I. INTRODUCTION
With the development of Internet and communication
techniques, it is increasingly convenient to transmit infor-
mation over the Internet. Protecting private and confidential
data from malicious attacks has become an important issue
when transmitting over insecure communication channels.
Some techniques have been proposed recently to protect
private data, such as steganography [1]–[3], watermark-
ing [4]–[7], and encryption [8]–[12]. Image encryption is
an important method in information security, and many
schemes have been proposed. These algorithms are based
on DNA coding [13]–[15], compressive sensing [16]–[19],
QR codes [20]–[22], chaotic systems [23]–[32] and oth-
ers [33]–[38]. Image encryption schemes based on chaotic
system are currently very popular. However, some of
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these algorithms have been proven insecure [39]–[44].
Low-dimensional chaotic systems are easy to perform, but
they have a small key space and few system parameters.
The performance of low-dimensional chaotic systems is
weak [27]. The hyperchaotic map has at least two positive
Lyapunov exponents. The hyperchaotic systems have more
variables and parameters, a more complex structure, better
ergodicity, wider chaotic intervals and better dynamic perfor-
mance [23], [27], [45]. Yuan et al. [23] proposed a parallel
image cryptosystem using a 5D hyperchaotic system. A plain
image was divided into levels, and pixels within the same
level were processed parallelly. Each pixel was determined
by two encrypted pixels which were nearest to its neighbor
level. Cao et al. [26] presented a new 2D logistic ICMIC
cascade map. The scheme was designed to simultaneously
perform bit-level permutation and diffusion. Circular shift-
ing was applied in bit-level permutation, and exclusive or
(xor) was carried during bit-level diffusion. Xu et al. [29]
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introduced a chaotic image encryption method which was
based on block image scrambling and dynamic diffusion.
First, the plain image was divided into two equal blocks.
Then, an X-coordinate, a Y-coordinate and swapping tables
were established. Finally, a dynamic index method was used
for a diffusion process. In [35], Hua et al. presented a novel
medical image encryption algorithm using high-speed per-
mutation and pixel adaptive diffusion. First, random data was
inserted into the surroundings of the image. Then, two rounds
of scrambling and diffusion were performed to randomly
shuffle neighboring pixels and diffuse these random data over
the entire image. The principle of diffusion and confusion
were fulfilled in [43]. Random values were added to a plain
image to enhance the security of the cryptosystem. The
authors in [45] proposed a color image encryption method
using hyperchaotic Lorenz systems. Impulse signals were
randomly injected into the Lorenz system during iterations.
Indeterminate multiple impulse signals can enlarge the key
space of cryptosystem. Belazi et al. [49] proposed a medical
image encryption scheme based on chaos andDNA encoding.
SHA-256 hash function and initial secret keys were used to
generate the initial values of the chaotic systems.

This paper adopts a 5D hyperchaotic system to produce
chaotic sequences for image encryption. To increase the secu-
rity of the cryptosystem, some stochastic signals are ran-
domly inserted into one of the variables during the iterative
process. Stochastic signal insertion can change the chaotic
orbit and increase the dynamic behavior of cryptosystem. The
key space of the cryptosystem will be enlarged. The SHA-
256 hash function is employed to obtain the initial values of
the cryptosystem. Therefore, the proposed scheme is closely
connected to the original image. A swapping control table
is constructed during image scrambling, which moves the
pixel far from its relevant scrambling pixel. Cyclic shift is
executed to enhance the diffusion effect. Experimental results
reveal that the proposed scheme is very fast and highly secure
compared with some existing methods.

The rest of this paper is organized as follows. In Section II,
the 5D hyperchaotic system is explained, and stochastic
signals are inserted. The proposed system is described in
Section III. Experimental results are given in Section IV.
System evaluation is reported in SectionV, and the conclusion
is provided in Section VI.

II. 5D HYPERCHAOTIC SYSTEM AND STOCHASTIC
SIGNAL INSERTION
A. 5D HYPERCHAOTIC SYSTEM
The 5D hyperchaotic system (system (1)) is described in
Eq. (1) [23].

ẋ1 = 30(x2 − x1)+ x2x3x4
ẋ2 = 10(x1 + x2)+ x5 − x1x3x4
ẋ3 = −15.7x2 − 5x3 − 2.5x4 + x1x2x4
ẋ4 = −4.45x4 + x1x2x3
ẋ5 = −38.5(x1 + x2)

(1)

FIGURE 1. The hyperchaotic attractors of system (1).

FIGURE 2. The hyperchaotic attractors of system (1) with different colors
in four intervals.

The Lyapunov exponents (LEs) of system (1) are 5.12, 0.9, 0,
−10.41 and −25.08. There are two positive LEs, and it
is a hyperchaotic system. The hyperchaotic attractors of
system (1) are shown in Fig. 1.

B. STOCHASTIC SIGNAL INSERTION
To increase the security of the cryptosystem, stochastic sig-
nals are randomly inserted into one of the variables when
pseudorandom sequences are generated [45]. Stochastic sig-
nal insertion can change the chaotic orbit and increase the
dynamic behavior of the cryptosystem. Assume the size of
plain image I is M × N , and the total number of iterations
of system (1) is MN. Then, insert stochastic signals δx1 , δx2
and δx3 into x1, x2 and x3 when the number of iterations
n = bMN/4c, bMN/2c and b3MN/4c. Here δxi =

[0.5 min(xi), 0.5 max(xi)], and i = 1, 2, 3. Four intervals
are [1, bMN/4c − 1], [bMN/4c, bMN/2c − 1], [bMN/2c,
b3MN/4c−1] and [b3MN/4c,MN]. The hyperchaotic attrac-
tors of system (1) in the four intervals are shown in different
colors of red, green, magenta and blue, as shown in Fig. 2.
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III. THE PROPOSED SYSTEM
A. SYSTEM INITIATION
The SHA-256 hash function is used to produce a 256-bit hash
value according to a plain image [11]. Even if there is only a
slight difference between two images, the hash values will
be totally different from each other [16]. The generated hash
value is used to produce the initial values of the cryptosystem.
The 256-bit hash value K is divided into 8-bit binary blocks.
Each binary block is turned into a decimal digit. There are
32 decimal digits, and they are assigned as k1, k2, . . . , k32.

The initial values of system (1) can be computed as
follows:

b =

√√√√√ M∑
x=1

N∑
y=1

I2x,y + a (2)

hw = mod(k3w−2 ⊕ k3w−1+ k3w, 256) (w = 1, 2, . . . , 10)

(3)

x01 = mod
(
h1
256
+

b
2× 255

+ t1, 1
)

(4)

x0j = mod
(
hj
256
+ x0j−1 + tj, 1

)
(j = 2, 3, 4, 5) (5)

where control parameter a is used to resist a black image
attack and a ∈ [1, 255]; ti is part of the secret key,
i = 1, . . . , 5; mod(c, d) obtains the remainder of c divided by
d ; and e⊕ f represents the XOR operation between e and f .

B. IMAGE CONFUSION
The plain image is equally divided into two parts, I1 and I2,
in the horizontal direction. The size of each subimage isM

′

×

N
′

; hereM
′

= M/2, N
′

= N .
Step 1. Choose randomly a, ti (i = 1, . . . , 5) and δxj

(j = 1, 2, 3) as the initial secret keys.
Step 2. Iterate system (1) 800 times to remove the transient

effect. Continue to iterateM
′

N
′

times. If the number of itera-
tions is equal to

⌊
M
′

N
′

/4
⌋
,
⌊
M
′

N
′

/2
⌋
and

⌊
3M

′

N
′

/4
⌋
, then

insert δx1 , δx2 and δx3 into x1, x2 and x3. Continue iterating the
chaotic system to generate sequences x1, x2, x3, x4 and x5.
Step 3. Generate new sequences s1 and s2.

s1 = mod((abs(x1 + x2)− floor(abs(x1 + x2)))

×1015),M
′

)+ 1 (6)
s2 = mod((abs(x3 + x4)− floor(abs(x3 + x4)))

×1015),N
′

)+ 1 (7)
V1 = reshape(s1,M

′

,N
′

) (8)
V2 = reshape(s2,M

′

,N
′

) (9)

where abs(x) represents the absolute value of x, floor(y)
denotes the nearest integer to y towards minus infinity, and
s1 ∈ [1,M

′

], s2 ∈ [1,N
′

].
Step 4. Form TX , TY and ST as Eqs. (10-12) [29].

TX

=

{
mod(V1(i, j)+M

′

/4,M
′

)+1, abs(V1(i, j)−i)<M
′

/4
V1(i, j), otherwise

(10)

TY

=

{
mod(V2(i, j)+N

′

/4,N
′

)+1, abs(V2(i, j)−i)<N
′

/4
V2(i, j), otherwise

(11)

ST =


1, abs(V1(i, j)− i) < M

′

/4
1, abs(V2(i, j)− i) < N

′

/4
0, otherwise

(12)

Step 5. Swap pixels in each subimage.
if ST (i, j) = 0, exchange I1(i, j) with I1(TX (i, j),TY (i, j))

and exchange I2(i, j) with I2(TX (i, j), TY (i, j));
if ST (i, j) = 1, exchange I1(i, j) with I2(TX (i, j),TY (i, j))

and exchange I2(i, j) with I1(TX (i, j), TY (i, j)).
Step 6. Connect I1 and I2 to form scrambled image SI with

size M × N .
The plain image peppers is scrambled using a con-

fusion scheme, and the result is shown in Fig. 3.
Figure 3 (c) and (d) are scrambled block images. The his-
tograms of the plain image, scrambled image and scrambled
block images are shown in Fig. 4.

FIGURE 3. Image scrambling performance: (a) Plain image, (b) Scrambled
image, (c-d) Scrambled block images.

FIGURE 4. Image histogram: (a) Plain image, (b) Scrambled image, (c-d)
Scrambled subimages.

It can be seen from Fig. 4 that the histograms of the two
scrambled subimages I1 and I2 are almost the same as each
other, and they are similar to that of scrambled image SI. It can
also be concluded that there are almost twice as many pixels
in scrambled image SI as those in each subimage.

C. IMAGE DIFFUSION
Diffusion is indispensable in image encryption scheme. It can
extend a tiny change in the original image to the whole
encryption image [11]. The steps of the diffusion process are
depicted as follows:

Step 1. Replace h1 ∼ h5 with h6 ∼ h10 and update the new
initial values of system (1).

x01 = mod
(
h6
256
+

b
2× 255

+ t1, 1
)

(13)
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FIGURE 5. Diagram of the proposed image encryption scheme.

x0j = mod
(
hj+5
256
+ x0j−1 + tj, 1

)
(j = 2, 3, 4, 5) (14)

Step 2. Generate new sequences x
′

1, x
′

2, x
′

3, x
′

4 and x
′

5 with
lengthMN as Step 1 and Step 2 in Section IV.

Step 3. Generate new sequences u and v.

u = mod(floor(abs(x
′

1 + x
′

2)× 1015), 8) (15)

v = mod(floor(abs(x
′

3 + x
′

4)× 1015), 256) (16)

where u and v are integers, and u ∈ [0, 7], v ∈ [0, 255].
Step 4. Transform the scrambled image SI into a sequence

SC with lengthMN from the upper-left corner to lower-right
corner.

Step 5. Convert the sequences SC and u into their corre-
sponding binary sequences.

Step 6. Obtain sequence SB by Eq. (17).

SB(q) = CFT[SC(q),LSB(u(q)), u(q)] (17)

where CFT[i, j, l] represents the l-bit cyclic shift on the binary
sequences i. LSB(l) represents the least significant bit of l.
The right cyclic shift or left cyclic shift is decided by j = 1
or j = 0, and q = 1, 2, . . . ,MN .

Step 7. The binary sequence SB is converted into its deci-
mal sequence SD.

Step 8. The diffusion sequence D is achieved as Eq. (18),
as shown at the bottom of this page.

where Di, Di−1, k31, k32, v(i) and SD(i) respectively denote
the output cipher-pixel, the previous cipher-pixel, hash value,
chaotic sequence value and the scramble sequence value.

Step 9. Transform sequence D into a two-dimensional
matrix IE with sizeM × N . Finally, obtain cipher image IE .

D. IMAGE DECRYPTION
Image decryption is the inverse process of image encryption,
and it is briefly explained as follows.

Step 1. Based on given secret keys, generate the chaotic
sequences u and v.
Step 2. Obtain sequence SD by Eq. (19), as shown at the

bottom of this page.
Step 3. Obtain binary sequence SB based on decimal

sequence SD.
Step 4. Obtain sequence SC as Eq. (20).

SC(q) = CFT[SB(q),−LSB(u(q)), u(q)] (20)

Step 5. Transform sequence SC into scrambled image SI
with sizeM × N .
Step 6. Produce chaotic sequences and generate TX , TY

and ST .
Step 7. Swap pixels in each subimage.
if ST (i, j) = 0, exchange I1(TX (i, j),TY (i, j)) with I1(i, j)

and exchange I2(TX (i, j), TY (i, j)) with I2(i, j);
if ST (i, j) = 1, exchange I2(TX (i, j), TY (i, j)) with I1(i, j)

and exchange I1(TX (i, j), TY (i, j)) with I2(i, j).
Step 8. Connect I1 and I2 to form plain image I .

Di =


mod(SD(i)+ v(i), 256)⊕ mod(k31 + v(i), 256)⊕ k32 if i = 1
mod(SD(i)+ v(i), 256)⊕ mod(Di−1 + v(i), 256)⊕ v(i) if i = 2
mod(SD(i)+ v(i), 256)⊕ mod(Di−1 + v(i), 256)⊕ Di−2 if i ∈ [3,MN ]

(18)

SDi =


mod((Di ⊕ mod(Di−1 + v(i), 256)⊕ Di−2)− v(i), 256) if i ∈ [MN , 3]
mod((Di ⊕ mod(Di−1 + v(i), 256)⊕ v(i))− v(i), 256) if i = 2
mod((Di ⊕ mod(k31 + v(i), 256)⊕ k32)− v(i), 256) if i = 1

(19)
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FIGURE 6. Encryption and decryption effects: (a) Plain image,
(b) Encrypted image of (a), (c) Decrypted image of (b).

IV. EXPERIMENTAL RESULTS
MATLAB R2010b is adopted to perform the image encryp-
tion and decryption processes of the proposed scheme. The
personal computer has a 1.8 GHz CPU, 8G of memory and
theWindows 10 operating system. Plain images are grayscale
and color imageswith size 256×256. Secret keys are assigned
as follows: t1 = 2.4385, t2 = 1.6492, t3 = 0.6358,
t4 = 4.7128, t5 = 2.3761, δx1 = −2.5574, δx2 = 3.5368,
δx3 = 1.0953 and a = 138. The plain image, encrypted image
and corresponding decrypted image are shown in Fig. 6, and
histograms of the plain image and corresponding encrypted
image are displayed in Fig. 7.

As shown in Figs. 6(b1, b2, b3 and b4), the encrypted
images are all noise-like and unrecognizable. It can also be
seen in Figs. 7(b and d) that the distributions of the pixel
values are very uniform and flat. Attackers cannot identify
any relevant information from the encrypted image and its
corresponding histogram about the plain image. From Figs.
6(c1, c2, c3 and c4), it can also be concluded that the deci-
phered images are exactly the same as the plain images.

V. SYSTEM EVALUATION
A. KEY SPACE ANALYSIS
If the key space is larger than 2100, then the cryptosys-
tem can effectively resist an exhaustive attack [46]. In the

FIGURE 7. The histograms of plain images and corresponding ciphered
images: (a) Histogram of grayscale plain image, (b) Histogram of ciphered
image of (a), (c) Color image lena and histograms of three components R,
G and B, (d) Histogram of cipher of (c).

proposed scheme, the secret keys are composed of: (1) the
256-bit hash value K ; (2) the given initial values ti, where
i = 1, 2, . . . , 5; (3) δx1 , δx2 , δx3 and a. If the accuracy of
a double-precision number is 10−15 [47], the key space is
approximately 2256×(1015)8×256 ≈ 2256×2398×28 = 2662.
Therefore, the key space of our scheme is large enough to
defend brute-force attacks. The key space comparison results
of different schemes are displayed in Table 1.

TABLE 1. Key space comparison results.

It can be seen from Table 1 that the proposed scheme has
a larger key space than those of [26], [29], [35], [43].

B. KEY SENSITIVE ANALYSIS
A secure image cryptosystem should be sensitive to the secret
keys both in the encryption and decryption processes.

The 256-bit hash value is generated from the plain image.
Even though there is a one-bit difference between the
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FIGURE 8. Encrypted images and their histograms with different hash
values: (a) Plain image baboon, (b) Ciphered image with K , (c) Ciphered
image with K1, (d) |b-c|, (e) Histogram of (a), (f) Histogram of
(b), (g) Histogram of (c), (h) Histogram of (d).

two images, the produced hash values are totally different.
In addition, the initial values of the chaotic system are com-
pletely different. The Baboon image (as Fig. 6(a4)) is chosen
as an example to demonstrate the encryption and decryption
effects. The corresponding encrypted and decrypted images
are respectively shown as Figs. 6(b4) and (c4). The initial
values are a small modification (10−15), and one bit of hash
value K is altered to obtain K1. K and K1 are displayed as
follows:

K = [7 D 1 2 F 2 2 F 6 C 9 7 8 3 E 9 3 0 E D B D 9 3 D 5

7 B 5 8 C B C A 7 B E 9 9 4 2 1 5 E 6 0 E E 7 0 7 F

C 2 0 2 A B C 2 5 F 2 B]

K1 = [6 D 1 2 F 2 2 F 6 C 9 7 8 3 E 9 3 0 E D B D 9 3 D 5

7 B 5 8 C B C A 7 B E 9 9 4 2 1 5 E 6 0 E E 7 0 7 F

C 2 0 2 A B C 2 5 F 2 B]

One of the secret keys is modified, and the others remain
unchanged during each encryption and decryption processes.
The revised secret keys are adopted to encrypt and decrypt
images, as shown in Figs. (8)–(10).

It can be seen from Figs. 8 and 9 that even if the secret
keys have only a small modification, the encrypted images
are totally different. It can also be seen in Fig. 10 that the
plain image is correctly decrypted with only the correct secret
keys. When the secret keys have a very small alteration,
it is impossible to decrypt the correct image. The pixels are
changed almost 99.6% between the original image and the
decrypted image with improper secret keys.

C. CORRELATION ANALYSIS
The correlation between adjacent pixels in the plain image
and the cipher image is researched. It can be calculated as

rxy =
cov(x, y)
√
D(x)D(y)

(21)

FIGURE 9. Encryption images and their histograms with different initial
values: (a) Encrypted image with t1 + 10−15, (b) Encrypted image with
t3 + 10−15 , (c) Encrypted image with δx1 − 10−15 , (d) Encrypted image
with δx3 + 10−15 , (e) |Fig. 8(b) - Fig. 9(a)|, (f) |Fig. 8(b) - Fig. 9(b)|,
(g) |Fig. 8(b) – Fig. 9(c)| and (h)| Fig. 8(b) - Fig. 9(d)|.

FIGURE 10. Decryption images with different initial values: (a) Encrypted
image, (b) Right decrypted result, (c) Decrypted result with K1,
(d) Decrypted result with t2 − 10−15, (e) Decrypted result with t4 + 10−15 ,
(f) Decrypted result with t5 + 10−15, (g) Decrypted result with δx1 −10−15,
and (h) Decrypted result with δx2 + 10−15.

where

cov(x, y) =
1
N

N∑
i=1

(xi − E(x))(yi − E(y)),

E(x) =
1
N

N∑
i=1

xi, D(x) =
1
N

N∑
i=1

(xi − E(x))2 (22)

here xi and yi are adjacent pixels, and N is the total number
of pixel pairs.

Two thousand pairs of adjacent pixels are randomly
selected from the plain and corresponding encrypted images
in four (horizontal, vertical, diagonal and counter diagonal)
directions. Figure 11 displays the correlation of adjacent pix-
els in the plain image Baboon and corresponding encrypted
image. It can be seen that the correlation of adjacent pixels
is high in the plain image, but it is extremely low in the
encrypted image.

Correlation coefficients of the cipher image are listed
in Table 2, and Table 3 shows the comparison results.

From Fig. 11 and Table 2, it can be seen that the correlation
of the plain image is very strong, and that of the cipher image
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FIGURE 11. Distribution of adjacent pixels in the baboon image and
corresponding ciphered image: (a), (c), (e), (g) are horizontal, vertical,
diagonal and counter diagonal direction of plain image, and (b), (d), (f),
(h) are horizontal, vertical, diagonal and counter diagonal direction of
corresponding ciphered image.

TABLE 2. Correlation coefficients of cipher images.

is very weak. It can also be seen from Table 3 that the pro-
posed scheme has smaller absolute correlation coefficients
than the methods in Refs. [29], [49] in four directions, and
the encryption effect is much better than those in [26], [43] in
three directions. Thus, the proposed scheme can effectively
resist correlation analysis attack.

D. HISTOGRAM ANALYSIS
A histogram reveals the intensity of pixel values about
the image. Figure 7 displays the histograms of plain and

TABLE 3. Correlation coefficients comparison in the baboon image.

TABLE 4. Chi-square test of histogram.

corresponding encrypted images. It can be seen that the cipher
images have a uniform histogram and can effectively defend
statistical analysis. The Chi-square test [48], [49] is used to
measure the uniformity of the histogram. It is defined as

χ2
=

256∑
i=1

(oi − ei)2

ei
(23)

ei =
M × N
256

(24)

where oi and ei represent the actual and expected frequency
of each gray level. If the significance level is 0.05, and the
scores of χ2

test are smaller than χ2
0.05(255) = 293.25 [49],

then the null hypothesis is accepted, and the distribution of
the histogram is considered uniform. Chi-square results are
presented in Table 4 for different cipher images.

It can be seen from Table 4 that all scores generated by
the proposed method are lower than the theoretical value
293.25. Therefore, it can be considered that the distribution
of histogram is uniform, and the proposed scheme passes the
Chi-square test.

E. INFORMATION ENTROPY ANALYSIS
Global Shannon entropy is widely used to measure the
randomness of an information source, and it is defined as
Eq. (25).

H (m) = −
256∑
i=1

p(mi) log2 p(mi) (25)

where mi represents the ith message source and p(mi) is the
probability of mi. The ideal entropy for an 8-bit grayscale
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TABLE 5. Global and local entropy.

TABLE 6. NPCR and UACI values for different methods.

image is 8. However, the global Shannon entropy cannot
exactly reflect the true randomness for some weaknesses
[50]. The local Shannon entropy (LSE) was proposed by
Wu et al. [50] and was employed to measure the random-
ness of encrypted image. The (k,TB) LSE can be defined as
Eq. (26).

Hk,TB (S) =
k∑
i=1

H (Si)
k

(26)

where Si (i = 1, 2, . . . , k) is an arbitrarily chosen and
non-overlapping image block with TB pixels from a ciphered
image. H (Si) represents the global information entropy of
image block Si and (k,TB) = (30, 1936) is selected in this
paper. If the value of LSE belongs to the interval [hl

∗α
left , h

l∗α
right ],

then it passes the test and has very high randomness [26]. The
values of global and local entropy for ciphered images are
listed in Table 5.

It can be seen from Table 5 that global information entropy
is close to the ideal value 8. All local entropies pass the test at

0.001 and 0.01 significance levels; only one does not pass
the test at 0.05 significance level. From Table 5, it can be
concluded that the randomness of the proposed scheme is
very high, and it can resist entropy analysis.

F. DIFFERENTIAL ATTACK ANALYSIS
The number of pixel changing rate (NPCR) and unified aver-
age changed intensity (UACI) are often used to measure the
ability to defend differential attacks [13]. They are defined
by (27)–(29).

NPCR =
1

M × N

M∑
i=1

N∑
j=1

D(i, j)× 100% (27)

UACI =
1

M × N

M∑
i=1

N∑
j=1

|C1(i, j)− C2(i, j)|
255

× 100%

(28)

D(i, j) =

{
0, if C1(i, j) = C2(i, j)
1, else

(29)

where C1 and C2 respectively represent the ciphered images
before and after modifying one pixel in the plain image.

Wu et al. [52] proposed a new hypothesis about NPCR
and UACI. The critical values NPCR∗ and UACI∗ with α
significance level are defined as (30) and (31).

NPCR∗α = (F −8−1(α)
√
F/MN )/(F + 1) (30)

UACI∗−α =
F + 2
3F + 3

−8−1(α/2)

×

√
(F + 2)(F2

+ 2F + 3)
18(F + 1)2MNF

UACI∗+α =
F + 2
3F + 3

+8−1(α/2)

×

√
(F + 2)(F2

+ 2F + 3)
18(F + 1)2MNF

(31)
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TABLE 7. NPCR randomness test.

TABLE 8. UACI randomness test.

TABLE 9. PSNR values of different schemes with different percentages of salt & pepper noise (dB).

where F is the maximum pixel value, and 8−1(α) represents
the inverse cumulative density function of a standard normal
distribution.

When the value of NPCR>NPCR∗, it passes the test.
UACI passes the randomness test if it falls into the interval
[UACI∗− , UACI∗+ ]. The ideal values of NPCR and UACI are
99.609375% and 33.463541% [51]. The values of NPCR and
UACI with different methods are given in Table 6. NPCR and
UACI randomness tests are displayed in Table 7 and 8.

FromTable 6, it can be seen that theNPCR andUACI of the
proposed scheme are very close to the ideal value. It can also
be concluded from Table 7 and Table 8 that all images pass
the NPCR and UACI tests. Therefore, the proposed scheme
can effectively resist differential attack.

G. NOISE AND DATA LOSS ANALYSIS
When an encrypted image is blurred with noise or loses
some data during transmission, an effective image encryption
scheme should be able to reconstruct the plain image with
high visual effect.

The encrypted image is blurred by Salt & Pepper noise with
densities of 0.001, 0.01, 0.05 and 0.1, and the corresponding
decrypted images are shown in Figs. 12(a)-(d).

It can be seen from Fig. 12 that all the recovered results can
be recognized, which means that the cipher data with noise is
tolerable.

As shown in Figs. 13a-d, the cipher image loses 1/32,
1/16, 1/8 and 1/4 data, and the corresponding decrypted
images are displayed in Figs. 13(e)-(h). These results
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TABLE 10. PSNR values of different schemes with different percentages of data loss (dB).

FIGURE 12. Recovered image under salt & pepper noise with densities of
(a) 0.001, (b) 0.01, (c) 0.05, (d) 0.1.

FIGURE 13. Data loss attack analysis results: (a) 1/32 data loss,
(b) 1/16 data loss, (c) 1/8 data loss, (d) 1/4 data loss, (e) Decrypted image
of (a), (f) Decrypted image of (b), (g) Decrypted image of (c), (h) Decrypted
image of (d).

demonstrate that the proposed scheme can resist the given
data loss attacks.

The peak signal-to-noise ratio (PSNR) is used to measure
the ability to resist noise and data loss [35]. It is adopted
to measure the difference between plain image I and the
decrypted image I

′

. It is defined as follows:

PSNR = 20 log10
255
√
MSE

(32)

MSE =
1
MN

M∑
i=1

N∑
j=1

(
Iij − I

′

ij

)2
(33)

The value of PSNR is higher, and the difference between
I and I

′

is smaller. The results are shown in Table 9 and
Table 10.

It is clear that the proposed method provides higher
PSNR values than those in [35], [36], [49] when images
are decrypted under noise and occlusion attacks. Therefore,
the proposed scheme is superior to the comparative methods.

TABLE 11. Computational complexity analysis of the proposed scheme.

TABLE 12. Computational complexity of different schemes.

H. COMPLEXITY ANALYSIS
Complexity is another important index for cryptosystem.
In our scheme, Table 11 reveals the computational complexity
of the proposed scheme. Different schemes are compared
in Table 12 for a 256 × 256 grayscale image.
It can be seen from Table 11 and 12 that the proposed

algorithm is the second-fastest in the four methods, which
means that the proposed scheme is efficient.

VI. CONCLUSION
A novel chaotic encryption scheme is proposed in this
paper. A 5D hyperchaotic system is applied to gener-
ate pseudorandom numbers for permutation and diffusion.
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The SHA-256 hash function is employed to enhance the
sensitivity to plain image. Stochastic signal insertion enlarges
the key space and increases the dynamic behavior of the cryp-
tosystem. The plain image is equally divided into two halves
when scrambling. An X-coordinate, a Y-coordinate and a
control table are constructed based on generated pseudonum-
ber sequences. Pixel scrambling is determined by the value of
the control table. Cyclic shift is employed during the diffusion
process. Security and performance analyses are performed
to verify the effect of the proposed algorithm. It is proven
that the cryptosystem has a large key space, high sensitivity
to plain image and secret keys, little adjacent pixel correla-
tion, and ideal global and local Shannon entropy. Moreover,
the cryptosystem has low computational complexity, and
can effectively defend statistical attacks, differential attacks,
noise and data loss attacks.
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