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ABSTRACT With the development of intelligent mining, autonomous driving will be the basic function of
intelligent Load Haul Dump (LHD). Trajectory planning is the key part of autonomous driving. Due to the
articulated structure, the motion state variables of the front and rear bodies are strongly nonlinear, leading to
complex nonlinear collision avoidance constraints. In addition, the articulated angle and angular velocity of
the LHD have physically constraints. At the same time, the terminal attitude constraint should be considered
since LHD is a mining equipment. All these factors bring great difficulties to LHD trajectory planning and
none of the existing methods can deal with these factors directly. In order to solve these problems, according
to the most common working scenario, a novel trajectory planning method is proposed for autonomous LHD
based on numerical optimization, leading to a safe and feasible time-space trajectory for efficient production.
The novelty of this work is the introduction of a longitudinal and lateral trajectory planning for the typical
duty cycle of LHD. More importantly, by the ingenious concept for modeling, there are two salient features
of the proposed method. Firstly, no angles are used as the decision variable, and secondly, the collision
constraints of the rear car are not directly considered. Through this way, the number of nonlinear constraints
and the complexity of the model can keep in a reasonable level, which makes the model easy to solve. At the
same time, by giving the collision-free condition and limiting the heading angular velocity, the generated
trajectory is collision-free and satisfies the physical constraints of articulated angle. Case studies confirm the
effectiveness of the proposed method. Adopting the proposed method to generate a spatiotemporal trajectory
is beneficial to ensure safety and improve production efficiency.

INDEX TERMS Articulated vehicle, kinematics constrains, load-haul-dump (LHD), nonlinear constrains,
trajectory plan.

I. INTRODUCTION
In order to guarantee the worker safety, increase the min-
ing efficiency and reduce production cost, intelligent min-
ing became the development direction of mining industry.
As the main equipment for underground metal mining oper-
ation, automation of Load Haul Dump (LHD) plays a very
important role in intelligent mining. LHD is a kind of low
body vehicle specially designed for underground work. It is
a central articulated, loading, transportation, dumping joint
operation equipment that suits for the limited underground
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working space. Fig.1 shows an LHD in underground tunnel.
Autonomous driving is the basic and necessary function of
intelligent automatic LHD.

Usually, there are mainly two ways to achieve automatic
driving. One is to apply reactive navigation. In this case,
the route in the underground tunnel can be depicted by a
sequence of nodes and road segments.Wall followingmethod
combined with driving tips [1] can achieve autonomous driv-
ing. The other is to apply absolute navigation. In this case,
a path or a trajectory should be planned at first, and then
LHD needs to track the path through some control methods
to achieve autonomous driving. In this circumstance, the path
is usually represented by a series of path coordinate points.
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FIGURE 1. Load Haul Dump (LHD).

A. MOTIVATIONS
In mining process, in order to ensure safety and production
efficiency, LHD should carry out production tasks according
to the working plan (Scheduling layer) and the dispatching
command. When LHD is driving manually (including remote
control), an experienced driver can determine in the right
velocity according to the dispatching command and the tunnel
shape. For example, the LHD may slow down and increase
the turning radius of the trajectory when turning at the inter-
section, at the same time, LHD will keep a certain distance
with the tunnel wall. However, for autonomous LHD, all
these work needs to be done automatically, which requires
not only location information, but also velocity information,
such as a v-t trajectory in time dimension. Moreover, except
work solely, LHD often needs to cooperate with other mining
equipment. For example, LHD and underground dump truck
usually work together. In this case, attitude is also an impor-
tant factor need to be considered. Base on the analysis above,
generating a target trajectory with the information of position,
attitude and velocity is an urgent problem to be solved for
autonomous LHD.

B. RELATED WORKS
At present, motion plan about LHD mainly focus on path
plan. A great amount of path plan algorithms can be used
to find the optimal path between the start point and end
point. These planning techniques can be classified in three
groups: graph search, interpolating and numerical optimiza-
tion [2], [3]. For example, we can obtain the shortest path
between two points by Dijkstra or A∗algorithm on a dis-
crete cell-grid, lattices or topological map [2]. Moreover,
a smooth or high order continuous path can be obtained
by using interpolating curve algorithms, such as Lines and
Circles, Clothoid Curves or Bézier Curves [2]. According to
the characteristics of the LHD, Anderson et al. [4] obtained
a LHD’s path through symmetric X4Y4 curve, the curvature
and its derivatives are continuous, which improved the track-
ing speed and accuracy. Ma et al. [5] proposed an improved
A∗algorithm for intelligent LHD path planning. The nodes
are expended according to the articulated angle, which leads
to a more acceptable path. At the same time, a heuristic
collision risk cost is designed to avoid collision between

LHD and the tunnel walls. Choi and Huhtala [6] planned a
collision free smooth path by comprehensively utilized State
Lattice, Bezier curves and A∗algorithm. In an open envi-
ronment without considering collision, Ishimoto et al. [7],
Yossawee et al. [8] proposed a path plan algorithm, by which
the curvature continuous paths among the loading, dumping
and reversing point could be obtained based on symmetric
clothoid curves. The generated path is easy to be followed.
Nayl et al. [9], [10] proposed a on line path planning method
based on aMP controller under a constant velocity in an arena
with fixed obstacles, and sensitivity analysis shows the effect
of kinematic parameters on the method.

Based on the existing literatures, it is known that many
good results have been obtained. However, planning methods
specifically for the characteristics of LHD are still insuffi-
cient.

LHD is mainly working in the narrow underground metal
mine. The main work for LHD is to move the ores from
the loading point to the dumping point (during this process,
a reversing point is needed). Therefore, it is driving back and
forth in a local area. The major work scenarios of LHD can
be seen as an ‘‘L’’ duty cycle and the schematic is shown
in Fig. 2.

FIGURE 2. ‘‘L’’ duty cycle of LHD.

In Fig. 2, the black arrows represent heavy haulage and the
white arrows represent no loading from the dumping point
back to the loading point. The dumping point is an ore pass
or an underground dump truck which is located in the haulage
way. The loading point is a pile of ore and it is moving
forward with the tunnel’s digging. LHD executes ‘‘L’’ duty
cycle repetitively between the loading point and the dumping
point in underground tunnel for a long period, usually several
weeks even several months. During this process, the loading
point is moving and the dumping point is fixed.

It can be seen that LHD will repeatedly pass the junction
during working. When LHD is steering, it is not enough to
only provide the path (position information), velocity is the
other important factor. If the velocity is too high, LHD may
collide with the tunnel wall. At present, the common way
is to set a low velocity value. LHD will keep this velocity
for the whole journey or decelerate below this value before
turning, and then may reaccelerate after tuning. However, the
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speed value is set based on experience, which may reduce the
production efficiency and increase energy consumption.

Trajectory plan for intelligent vehicle has been studied
extensively and deeply [2], [11]. A lot of trajectory plan-
ning methods have been proposed, such as: potential field
algorithms [12]–[14], Randomized sampling based methods
(Probabilistic Road Maps, RRT and RRT∗) [15]–[17], search
basedmethods (A ∗ family [18], [19], state lattices [20]–[22]),
optimal control and graph search based method [23], numer-
ical optimization based methods [24]–[28].

Each method has its own characteristics and applicable
problem. Without considering the kinematics, by potential
field algorithms, we can obtain the collision free trajectory.
State lattices can handle several dimensions problem, how-
ever, this planer is resolution completed. Therefore, the atti-
tude requirement of the terminal cannot be considered. Based
on the same reason, randomized sampling based methods and
search based methods cannot handle the problem with the
terminal attitude requirements.

In order to guarantee the feasibility of the trajectory, kine-
matics should be taken into consideration during trajectory
planning. At the same time, for LHD trajectory planning,
the terminal attitude constraints should be included. In this
case, numerical optimization based method is a good choose
due to its ability for handling system constraints and nonlin-
earities. In this method, the trajectory planning problem will
be transformed into nonlinear programming problems fully
or partially.

For the nonlinear programming problem, Sequential
Quadratic Programming (SQP) is a good way to find the
solution [25], [29]. Recently, Convex Feasible Set (CFS)
algorithm was proposed to solve optimization based trajec-
tory planning problems with convex objective functions and
nonconvex constraints [27], [28]. The main idea of the CFS
algorithm is to transform the original problem into a sequence
of convex subproblems. The idea is similar to SQP in that
it tries to solve several convex subproblems iteratively. The
difference between CFS and SQP lies in the way to obtain the
convex subproblems. SQP obtain the subproblems by Taylor
expansion. CFS obtain the subproblems by obtaining CFSs
within the nonconvex domain, which is fully considered the
geometric structure of the original problem. Since CFS is
specifically designed for trajectory planning problem, it is
more efficient for solving [27].

Except the solving algorithms, modeling the trajectory
planning problem into convex optimization models directly
is the other way. For example, according to a general pas-
senger vehicle in the structured road environment, the tra-
jectory planning problem is decoupled into longitudinal and
lateral trajectory planning problems [30]. In each dimension,
the trajectory planning problem are modeled as a quadratic
programming problem, which is easy to be solved.

However, for LHD working in a narrow tunnel, the colli-
sion avoidance constraints of the two bodies must be con-
sidered simultaneously. The relationship between the state

variables of the front and rear body are nonlinear due to the
articulated structure. Therefore, there will be a plenty number
of nonlinear constraints (two times more than the number
of collision avoidance constraints for a rigid body vehicle)
and leads to a nontrivial computational burden to solve the
optimization problem.

C. CONTRIBUTIONS
In order to overcome the aforementioned problem and gener-
ate an optimal trajectory for LHD in ‘‘L’’ duty cycle, a tra-
jectory planning method based on longitudinal and lateral
trajectory planning is proposed. Through rational design,
only the state variables of the front body are chosen as
decision variables. Furthermore, a Theorem for the ratio-
nality condition of LHD trajectory is proposed and proved,
through which collision avoidance constraints of the rear
body are not presented in the trajectory planning model
directly, therefore, the number of the constraints can keep in
a reasonable level. At the same time, no angles are included
as the decision variable, which reduce the complexity of the
constraints.

In the proposed method, the complex nonlinear charac-
teristic of articulated vehicle are utilized effectively and the
physical limitation of the articulated angle and the angular
velocity, as well as the collision avoidance conditions of
the rear body can be considered appropriately. Therefore,
a reasonable and feasible spatiotemporal trajectory can be
obtained conveniently.

The remainder of this paper is structured as follows.
Chapter II describe the problem problems to be solved and the
kinematics of LHD, and chapter III shows the problem anal-
ysis and the basic concept of algorithm design. Chapter IV
shows the details of the proposed method. Chapter V gives
the case studies to validate the effectiveness of the proposed
method, and chapter VI concludes the paper.

II. PROBLEM DESCRIPTION AND KINEMATICS OF LHD
A. PROBLEM DESCRIPTION
LHD has a front body and a rear body. Steering is achieved
by controlling the articulated angle. In underground metal
mine, the main duty of LHD is to move ore between different
working points, which can be called as ‘‘L’’ duty cycle,
the schematic is shown in Fig.2. Therefore, passing through
the junction is one of the most common scenario.

This article investigates time constraint safety trajectory
planning problem for this most common scenario of LHD.
we want to obtain a reasonable trajectory including position
and velocity. When LHD is tuning in the junction, it is easy to
collide with the tunnel wall without considering the velocity.
In order to avoid this situation, kinematics should be consid-
ered in trajectory planning. During planning, the following
constraints should be satisfied.
• Both of the two bodies of LHD need to keep a certain
distance from tunnel wall in the underground tunnel;

• The speed limit of LHD in underground tunnel;
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• The constraints of LHD physical and design character-
istics;

• The position and attitude constraints of the vehicle in the
end point.

B. KINEMATICS of LHD
LHD has an articulated structure. Therefore, the description
of its attitude is different from that of rigid vehicles, both
of the heading angle and the articulated angle need to be
considered during motion plan.

FIGURE 3. The structure of LHD.

The structure of LHD is shown in Fig. 3. There are two
bodies. PA is the articulated point. Pf (xf , yf ) is the axle center
of the front body. Pr (xr , yr ) is the axle center of the rear
body. The heading angles of the front body and rear body are
θf and θr , respectively. The distance between PA and Pf is Lf .
The distance between PA and Pr is Lr .

The articulated angle γ is the difference between θf and θr

γ = θf − θr . (1)

The position relationship between Pf and Pr is

xr = xf − Lf cos θf − Lr cos θr , (2)

yr = yf − Lf sin θf − Lr sin θr , (3)

Based on literature [9], with the assumption that no side
slip, kinematic model can be depicted as

ẋf

ẏf

θ̇f

γ̇

 =


cos θf 0

sin θf 0

sin γ
Lf cos γ + Lr

Lr
Lf cos γ + Lr

0 1


vf
γ̇



where γ̇ is the angular velocity of articulated angle γ . The
angular velocity of the front body is

θ̇f =
vf sin γ + lr γ̇
lf cos γ + lr

, (4)

The physical constraints of the articulated angle and its
velocity are

γmin ≤ γ ≤ γmax, (5)

γ̇min ≤ γ̇ ≤ γ̇max. (6)

III. PROBLEM ANALYSIS AND ALGORITHM
DESIGN CONCEPT
In order to consider the kinematics and the terminal attitude
requirements, numerical optimization method can be applied.
However, from equation (2) to (6), it can be seen that the
motion equations are highly nonlinear, trigonometric func-
tions are included. There are three important angles, which
are the heading angles of the front and rear body, as well as the
articulated angel. LHD is an engineering equipment, there-
fore, the heading angle of the front body and the articulated
angel have requirements at the end point. Based on this anal-
ysis, usually, both of the two car bodies’ state variables, or the
angels and one of the car body’s state variables should be
chosen as the decision variables for the optimization problem.
Therefore, trigonometric relation bring nonlinear constraints
that make the problem more complex.

Moreover, since there are two car bodies, the number of the
constraints (including the kinematic, the terminal condition
and the boundaries) of the optimization problem is more than
twice of the number of the constraints of a rigid vehicle.
Therefore, it is a nontrivial computational burden for solving
such an optimization problem.

Therefore, in order to reduce the computational burden,
it is better to reduce the number and the complexity of the
constraints. Based on the analysis, the complexity is mainly
caused by the nonlinear relationship between the front and
rear bodies. Therefore, if only one car body’s variable appears
in the optimization model and the collision free require-
ment of the other car body can be satisfied simultaneously,
the number of the constraints will be reduced. In addition,
if on angles are included in the model, the complexity of the
constraints will be reduced.

Based on the above analysis, we decompose the original
trajectory problem into two dimensions, which are longitu-
dinal and lateral direction. Only the position, velocity and
acceleration of the axle center of the front body are chosen
as the decision variable, based on which the longitudinal
trajectory planning can be modeled as a convex optimization
problem. The lateral trajectory planning is based on the result
of the longitudinal trajectory. Since no angles are chosen as
the decision variables, the constraints about the articulated
angel can be satisfied by limiting the angular velocity of the
heading angle. Moreover, a theorem is found and proved,
through which the safety of the rear body can be guaranteed
while the collision avoidance constraints of the rear body are
not considered directly in the planning models.

Through the proposed method, nonlinear characteristic of
articulated vehicle can be considered appropriately, the non-
linear constraints are extremely reduced, leading to a compu-
tationally inexpensive model and a more practical approach
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for implementation. Chapter 4 show the details of the novel
trajectory method.

IV. TRAJECTORY PLANNING METHOD
In order to plan trajectory, a reference coordinate system
should be built. Taking the LHD driving direction in tunnel A
as the positive direction of the X-axis, a Cartesian coordinate
is established and it is shown in Fig. 4. The horizontal axis
of the Cartesian coordinates is parallel to tunnel A. O is the
origin of coordinates. The angle between the two tunnels
is α. Lsafe is the safe distance between the tunnel wall and
LHD, therefore, the blue area is the feasible area of the LHD.
Pf is the axle center of the front body. The blue dotted line
is the centerline of the roadway. The coordinates of Pf in
the start point and end point are defined as Pf (Xfs,Yfs) and
Pf (Xfe,Yfe), respectively.

FIGURE 4. Longitudinal bounds of the trajectory.

A. LONGITUDINAL TRAJECTORY PLAN
1) DETERMINE THE LONGITUDINAL BOUNDS
The longitudinal trajectory is planned at first. The longitudi-
nal upper and lower bounds for Pf are determined as

xmin = Xfs, xmax = Xfe. (7)

2) OBJECTIVE FOR THE LONGITUDINAL TRAJECTORY
The objective is to minimize the error between the velocity
and the desired velocity, as well as the acceleration and
the error between two successive accelerations. Therefore,
the objective can be written as a quadratic function

J=
N∑
i=0

[λ1(vxi−vxdes)
2
+λ2a2xi+λ31a

2
xi ], i=0, . . . . . . ,N ,

(8)

where λi, i = 1, 2, 3 are the weight coefficients, 0 < λi <

1λ1 + λ2 + λ3 = 1; xi is the longitudinal position of Pf ;

vxi is the longitudinal velocity of Pf in xi; vxdes is the desired
longitudinal velocity; axi is the longitudinal acceleration of
Pf in xi;1axi = axi − axi−1 .

3) CONSTRAINTS FOR THE LONGITUDINAL TRAJECTORY
In order to describe the constraints, the driving time of LHD
are discretized into N time intervals

N = T
/
1t (9)

where T is the driving time; 1t is the time interval.
The longitudinal motion can be depicted by

xi+1 = xi + vxi1t +
1t2

2
axi , i = 0, . . . . . . ,N , (10)

vxi+1 = vxi + axi1t, i = 0, . . . . . . ,N , (11)

In addition, LHD should satisfy the following constraints

xmin ≤ xi ≤ xmax, i = 0, . . . . . . ,N , (12)

vxmin ≤ vxi ≤ vxmax, i = 0, . . . . . . ,N , (13)

axmin ≤ axi ≤ axmax, i = 0, . . . . . . ,N , (14)

1axmin ≤ 1axi ≤ 1axmax, i = 0, . . . . . . ,N , (15)

where axmax and axmax are themaximum andminimum value
of axi , respectively;1axmax and1axmin are themaximum and
minimum value of 1ax , respectively.
Constraints (12)-(15)guarantee the LHD stayed in the safe

longitudinal corridor. Equation (13)is the velocity restriction.
Equation (14) and (15) limit the longitudinal acceleration and
jerk, respectively. Therefore, the smoothness and comfort can
be guaranteed.

FIGURE 5. The bounds of the lateral trajectory.

B. LATERAL TRAJECTORY PLAN
1) DETERMINE THE LATERAL BOUNDS
In order to achieve safety driving, LHD must driving in the
blue area. In order to define the lateral bounds, we divide
the tunnel space into 3 regions, which are R1, R2 and R3.
Fig. 5 shows the details.
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Xl and Xr are the longitudinal coordinates of the crosspoint
between the safety boundaries of Tunnel B and the safe upper
boundaries of Tunnel A. Region R1 is located in tunnel A, it is
the driving area before LHD enters tunnel B. R2 is located
across tunnel A and B, in which LHD will turn to tunnel B.
R3 is located in tunnel B, where the dumping point is
included. R2 and R3 may merge into one region when tunnel
A is perpendicular to tunnel B. The bounds of the longitudinal
trajectory each Region are defined as follows.

The bounds of the lateral trajectory in each Region are
defined as follows.

In R1, the lateral upper and lower bounds for Pf are
determined as

ymax = Dt − Lsafe, ymin = Lsafe; (16)

In R2, the lateral upper and lower bounds for Pf are
determined as

ymax = a1x + b1 ymin = Lsafe; (17)

In R3, the lateral upper and lower bounds for Pf are
determined as

ymax = a1x + b2, ymin = a2x + b2, (18)

where α is the angle between tunnel A and tunnel B.Dt is the
width of tunnel A. a1x + b1 and a2x + b2 represent the left
and right safety margin of Tunnel B, respectively.

2) OBJECTIVE FOR THE LATERAL TRAJECTORY
The objective is to minimize the lateral acceleration and the
error between two successive accelerations. Therefore, the
objective can be written as a quadratic function

J =
N∑
i=0

[ρ1a2yi + ρ21a
2
yi ], (19)

where ρi, i = 1, 2 are the weight coefficients, 0 < ρi <

1ρ1 + ρ2 = 1; yi is the lateral position of Pf ; ayi is the
longitudinal acceleration of Pf in xi;1ayi = ayi − ayi−1 .

3) CONSTRAINTS FOR THE LATERAL TRAJECTORY
The constraints for the lateral trajectory can be divided into
the following categories.

a: LATERAL MOTION CONSTRAINTS
The lateral motion can be depicted by

yi+1 = yi + vyi1t +
1t2

2
ayi , i = 0, . . . . . . ,N , (20)

vyi+1 = vyi + ayi1t, i = 0, . . . . . . ,N , (21)

where yi is the lateral position of Pf ; vyi is the lateral velocity
of Pf ;
In addition, LHD should satisfy the following constraints

ymin ≤ yi ≤ ymax, i = 0, . . . . . . ,N , (22)

vymin ≤ vyi ≤ vymax, i = 0, . . . . . . ,N , (23)

aymin ≤ ayi ≤ aymax, i = 0, . . . . . . ,N , (24)

1aymin ≤ 1ayi ≤ 1aymax, i = 0, . . . . . . ,N , (25)

where aymax and aymax are the maximum andminimum value
of ayi , respectively; 1aymax and 1aymin are the maximum
and minimum value of 1ay, respectively.
Constraints (22) - (25) guarantee the LHD stayed in the

safe lateral corridor. Equation (23) is the velocity restriction.
Equation (24) and (25) limit the longitudinal acceleration and
jerk, respectively. Therefore, the smoothness and comfort can
be guaranteed.

b: ATTITUDE CONSTRAINTS AT THE END POINT
The attitude includes the heading angle of the front body and
the articulated angle. The constraint of the heading angel is

yN − yN−1
xN − xN−1

= tan θfe, (26)

where θfe is the requirement angle of the heading angle at the
end point.

For LHD, both of the two bodies’ heading angles are
required to keep consistent with the working direction at the
end point. Therefore, the articulated angle at the end point
should be as small as possible. However, since the decision
variables only include the state of the front body, the artic-
ulated angle cannot be directly limited. However, since the
objective function includes 1a2yi , articulated angel will be a
very small value. The case studies in Chapter 5 shows the
effectiveness.

c: CONSTRAINT RELATED TO ARTICULATED ANGLE
The generated trajectory should have rationality and feasi-
bility, which means the LHD physical constrains should be
satisfied when trajectory planning. In this paper, the unique-
ness lies in the constraints about the articulated angle. The
articulated angle and the angular velocity have constraints.
However, if the angle was chosen as the decision variable,
more nonlinear constraints will be introduced inevitably,
which may increase the computation burden greatly. In order
to avoid this situation, the articulated angle is not used as a
decision variable in this paper. In this case, in order to satisfy
the articulated angle physical constraints, the heading angle
has be constrained.

Based on equation(4), it can be seen that heading angular
velocity θ̇f reaches the maximum when γ , γ̇ and vf reach the
maximum, which is

θ̇f max =
vf max sin γmax + lr γ̇max

lf cos γmax + lr
. (27)

With the increase of run time, vf max, γ and γ̇ will decrease.
Therefore, the value of equation (27) will decrease. Based on
the above analysis, it can be known that, if θ̇f is set to a lower
value than θ̇f max, the limitation of the articulated angel can be
satisfied. In this case, the maximum value is signed as θ̇f max′ ,
θ̇f max′ < θ̇f max. In order to represent this constraints through
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vxi and vyi , we have

tan θfi =
vyi
vxi
≈ tan(θfi−1 +1t ·

θ̇fi + θ̇fi−1

2
)

∵ tan(θfi−1 +1t ·
θ̇fi + θ̇fi−1

2
)

≤ tan(θfi−1 +1t ·
θ̇fmax + θ̇fmax

2
)

∵
vyi
vxi
≤ tan(θfi−1 +1t ·

θ̇fmax + θ̇fmax

2
)

=
tanθfi−1 + tan(1t · θ̇fmax )

1− tanθfi−1 · tan(1t · θ̇fmax)

=

vyi−1
vxi−1
+ tan(1t · θ̇fmax )

1−
vyi−1
vxi−1
· tan(1t · θ̇fmax)

Finally, we obtain the following constraint

vyi
vxi
≤

vyi−1
vxi−1
+ tan(1t · θ̇fmax )

1−
vyi−1
vxi−1
· tan(1t · θ̇fmax)

. (28)

d: COLLISION-FREE CONDITION
Based on the models described in section 4.1 and 4.2, the
trajectory of the LHD can be obtained. However, the collision
avoidance constraints of the rear body have not been dis-
cussed, whichmeans the feasibility of the trajectory cannot be
guaranteed (although a safe and reasonable trajectory of the
front body can be obtained, the rear bodymay collide with the
tunnel wall). However, if these constraints were included in
the trajectory planning model, the nonlinear constraints will
greatly increase the difficulty of solving themodel. In order to
avoid this, through in-depth analysis, the following theorem
has been found and proved. Based on Theorem 1, the safety of
the rear body can be guaranteed, therefore, leads to a feasible
trajectory.
Theorem 1: For the LHD trajectory plan method described

in section 4.1 and 4.2, when LHD turns right, if the condition
(29) is satisfied; or when LHD turns left, if the condition (30)
is satisfied, the trajectory obtained by the proposed method is
reasonable and feasible, both of the two bodies can running
safely without collision with the tunnel wall.

yflub(xPc ) ≤ Dtu − Lsafe − Dw, (29)

yfllb(Px) ≥ Dtl + Lsafe + Dw, (30)

where Pc(xPc,yPc ) is crosspoint of tunnel wall safety bounds
in the direction of LHD turning; yflub(Pc) and yfllb(Pc) are
the upper and lower bounds of the lateral position of front
body’s trajectory at point Pc, respectively;Dtu andDtl are the
lateral coordinates of left and right tunnel wall of Tunnel A,
respectively; Dw is the Difference of Radius between Inner
Wheels of the LHD.

Proof:
Because of theDifference of Radius between Inner Wheels,

the trajectories of the two bodies are different. When LHD
turns right, we have

yf (x) ≤ yr (x), (31)

where yf (x) is the lateral coordinate value of the front body’s
trajectory when the longitudinal coordinate is x; yr (x) is
the lateral coordinate value of the front body’s trajectory
when the longitudinal coordinate is x. When Lf = Lr ,
yf (x) = yr(x).
During the whole journey, the most likely position for a

collision is Pc(xPc,yPc ). Therefore, at point Pc, if the upper
bound of the lateral position of rear body’s trajectory (signed
as yr(Pc)) is lower than yPc , the rear body will not collide with
the tunnel wall. This relationship can be represent as

yr(Px ) ≤ yPc . (32)

However, the lateral coordinate of the rear body is not
included in the proposed model directly. In this case, col-
lision avoidance can be achieved by limiting the bound of
the front body at Pc. It is known that the value of the Dif-
ference of Radius between Inner Wheels can be calculated
conveniently for an LHD, and it is signed as Dw. Therefore,
we have

yf (xPc ) = yr(xPc ) − Dw, (33)

In this paper, two important items in the objective func-
tion are (1) minimizing the acceleration and (2) minimizing
the difference between two successive accelerations. There-
fore, the obtained trajectory must pass through Pc. The lat-
eral upper bound of the front body’s trajectory is signed
as yflub(xPc ). Therefore, we have

yflub(xPc ) = yf (xPc ), (34)

Substituting (33) into(34), we have

yflub(xPc ) = yr(xPc ) − Dw, (35)

Substituting (32) into(35), we have

yfub(xPc ) ≤ yPc − Dw, (36)

Based on Fig.6, it is known that Py = Dtu − Lsafe, finally,
we obtain

yflub(xPc ) ≤ Dtu − Lsafe − Dw.

The formula we obtained is condition(29). Therefore,
when (29) is satisfied, the rear trajectory according to the
front body’s trajectory obtained through the proposed method
will not collide with the tunnel wall. Condition (30) can be
obtained based on the same principle. �
Based on the objective functions and the constraints in this

Chapter, we obtain the following two nonlinear optimization
models.
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FIGURE 6. The most dangerous point (Pc ) for LHD in ‘‘L’’ duty cycle.

For the longitudinal trajectory, we have

min J =
N∑
i=0

[λ1(vxi − vxdes)
2
+ λ2a2xi + λ31a

2
xi ],

i = 0, . . . . . . ,N ,

s.t.



xi+1 = xi + vxi1t +
1t2

2
axi , i = 0, . . . . . . ,N ,

vxi+1 = vxi + axi1t, i = 0, . . . . . . ,N ,

xmin ≤ xi ≤ xmax, i = 0, . . . . . . ,N ,

vxmin ≤ vxi ≤ vxmax, i = 0, . . . . . . ,N ,

axmin ≤ axi ≤ axmax, i = 0, . . . . . . ,N ,

1axmin ≤ 1axi ≤ 1axmax, i = 0, . . . . . . ,N .
(37)

For the lateral trajectory, we have

min J =
N∑
i=0

[ρ1a2yi + ρ21a
2
yi ] i = 0, ......,N ,

s.t.



yi+1=yi + vyi1t +
1t2

2
ayi , i=0, . . . . . . ,N ,

vyi+1=vyi + ayi1t, i=0, . . . . . . ,N ,
yN − yN−1
xN − xN−1

= tan θfe.

vyi
vxi
≤

vyi−1
vxi−1
+ tan(1t · θ̇fmax )

1−
vyi−1
vxi−1
· tan(1t · θ̇fmax )

, i=0, . . . . . . ,N ,

1aymin ≤ 1ayi ≤ 1aymax, i=0, . . . . . . ,N ,

ymin ≤ yi ≤ ymax, i=0, . . . . . . ,N ,

vymin ≤ vyi ≤ vymax, i=0, . . . . . . ,N ,

aymin ≤ ayi ≤ aymax, i=0, . . . . . . ,N .
(38)

From model (37) and (38), it can be seen that the coupling
relationship of longitudinal and lateral trajectory is reflected
in vxi . The lateral trajectory is generated based on vxi .

Model (37) is a convex quadratic programming problem;
therefore, any QP solver can find the solution easily. Model
(38) is a nonlinear programming problem; however, there is
only one type nonlinear constraint and the form is not very
complex. In this paper, we apply SOP to find the solution. The
general form of the two optimization problems are shown in
the Appendix.

As we mentioned before, SQP is a good way to solve non-
linear optimization problem [25], [29]. SQP obtain the sub-
problems by Taylor expansion. In each iteration, the object
is transformed into quadratic function, the equality con-
straints and inequality constraints are transformed into linear
functions. By solving quadratic programming subproblems
iteratively to obtain the solution of the origin problem.

Considering the efficiency of SQP, the size of the problem
should be not too large. Usually, in order to satisfy the control
requirement, the sampling interval should less than 0.2s. The
economical hauling distance for LHD is less than 200m,
the working velocity is around 1∼2m/s. Therefore, when
S = 200, v = 1, the decision variables will reach the max-
imum. In this case, the travel time is about 200s, if1t = 0.2,
then N = T/1t = 200/0.2 = 1000. In the planning method,
the positon, velocity and acceleration of the front axle center
are chosen as the decision variables, therefore, the number
of decision variables are 3N . That is to say, there will be
3000 decision variables, therefore, this optimization problem
is hard to solve.

In order to overcome this, we divide the optimization pro-
cess into two stages. In the first stage, the terminals states are
the states of the starting and the ending point, defining Ns1
as the number of the time intervals in the first stage and it is
chosen as 50, therefore, we have

1ts1 = T
/
50. (39)

In the second stage, the terminals are the states of the two
successive sample points of stage 1, defining Ns2 as the
number of the time intervals in the second stage.1ts2 is the
chosen as 0.2s, we have

Ns2 = 1ts1
/
0.2. (40)

In this case, it can be known that when the running distance
is 200m and the travel time is 200s,1ts1 = T

/
Ns1 =

200/50 = 4s, Ns2 = 1ts1
/
0.2 = 4/0.2 = 20. In this

situation, the maximum number of decision variables of the
trajectory planning problem in the second stage is 60. That
is to say, for each optimization problem in the second stage,
a middle or small-scale problem can be solved effectively.

Since there are 50 time intervals in the first stage, there will
be 50 longitudinal and lateral trajectory planning problems
in the second stage. These may take a few seconds to solve.
However, the LHD will work at the terminal (loading or
dumping) for tens of second, which is long enough for the
trajectory generation.

Chapter V shows the effectiveness of the proposed method
through case studies.
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V. CASE STUDIES AND DISSCUTION
To validate and demonstrate the effectiveness of the proposed
method, we conduct a series of case studies through MATLB
in a laptop with Inter Core i7CPU, 8G RAM. The longitudi-
nal trajectory is generated through a quadratic programming
model. We apply quadprog in Matlab to solve this problem.
The lateral trajectory is generated through a nonlinear pro-
gramming model. We apply fmincon in Matlab to solve this
problem. The convergence criteria is the default.

In case 1 and 2, the starting and ending point are the
same. The run time is different. In case 3, the ending point is
different from case 1 and 2. Instead of choosing the midpoint
of tunnel as the start point and end point, we chose two
locations close to the boundary. This is also consistent with
the actual situation. The working point may be in any location
at the end area.

In case 4, a comparison shows the necessity of considering
velocity in motion plan. The details are show as follows. The
general parameters [30] of the case studies show in Table 1.

TABLE 1. The general parameters of the case studies.

A. CASE 1
The experiment parameters show in Table 2.

Fig. 7 shows the spatiotemporal trajectory generated by
the proposed method. The black curve is the trajectory of
the front body. The green dotted curve is the longitudinal v-s
trajectory. The blue dotted curve is the lateral v-s trajectory.
The red dotted curve is the longitudinal-lateral location of the
trajectory.

TABLE 2. Variables in case 1.

FIGURE 7. The spatiotemporal trajectory when T = 30s.

FIGURE 8. The driving velocity when T = 30s.

It is observed the longitudinal velocity decreases in the sec-
ond half of the journey, the lateral velocity is very low even
negative in the front half of the journey. Fig.8 is the v-s and v-t
trajectory of the front body. We can observe that the velocity

VOLUME 7, 2019 126687



Q. Gu et al.: Longitudinal and Lateral Trajectory Planning for the Typical Duty Cycle of Autonomous LHD

FIGURE 9. The driving velocity when T = 30s.

FIGURE 10. The angle and angular velocity for the three angles
when T = 30s.

along the driving direction nearly remains stable, the value is
about 2m/s.

From Fig.9, it is known that the negative lateral moving
causes the negative lateral velocity. Since the run time is
short (30s), the velocity is high. With a high velocity, the turn
time is short and the required angular velocity is high. How-
ever, the articulated angular velocity has physical limitation.
In this case, LHD can have a safe turn by increasing the curve
radius of the driving trajectory at the junction. Therefore,
it can be seen that HLD runs to the lateral lower bound at first
and then turns to Tunnel B. Based on Theorem 1, the lowest
value of the upper bound is set to 2.4m. We can see that the
trajectory goes through this point. The red point in Fig.9 is the
crossing point of the two tunnel’s upper bounds. The enlarged
details show that the rear body’s trajectory is below this point,
which means the rear body has a safe turn at the junction.

Fig.10 is the curves of the three important angles and their
angular velocities. We can observe that the articulated angle

FIGURE 11. The spatiotemporal trajectory when T = 70s.

FIGURE 12. The driving velocity when T = 70s.

and the angular velocity increases first and then decreases.
In addition, both of them keep in a small value at the second
half of the journey. The articulated angle at the end point
is −0.01 rad, it is a very small value that can satisfy the
working requirement (usually, even a human driver cannot
always guarantee that the articulated angle can be 0 at the
end point; Generally, the angle within ±0.05rad can ensure
the normal loading or dumping). When the angular velocity
of the front body is limited to 0.35 rad/s, the range of variation
for the articulated angle and its angular velocity maintains
within the limitation (−0.7rad ≤ γ ≤ 0.7rad ,−0.17rad/s ≤
γ̇ ≤ 0.17rad/s), which means the obtained trajectory is
reasonable and feasible. The articulated angle the angular
velocity

B. CASE2
In case 2, the run time is set to 70s(T = 70). The results are
shown in Fig.11 to Fig.14. Based on Fig.11 and Fig.12, it can
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FIGURE 13. The driving velocity when T = 30s.

FIGURE 14. The angle and angular velocity for the three angles
when T = 30s.

be observed that the velocity is decreased to less than 1m/s.
In Fig 11, the green dotted curve is the longitudinal v-s
trajectory. The blue dotted curve is the lateral v-s trajectory.
The red dotted curve is the longitudinal-lateral location of
the trajectory. The trend of these curves are the same as their
trend in case 1 in Case 1. There is no negative value for lateral
velocity. The length of the path in this case is 53.32m.

From Fig.13, it is observed that the LHD does not drive to
the lateral lower bound in Tunnel A, but directly and slowly
approaches the lateral upper bound. This is because when
the run time is increased, the velocity is decreased. With a
lower velocity, the turn time is longer and the required angular
velocity is lower. Therefore, it is unnecessary to increase the
curve radius of the driving trajectory at the junction. In Fig.13,
the lowest value of the upper bound is also is 2.4m. The
trajectory goes through this point. The enlarged details show

FIGURE 15. The spatiotemporal trajectory when the end is (45, 32).

FIGURE 16. The driving velocity when the end is (45, 32).

that the rear body’s trajectory is below this point, which
means the rear body has a safe turn at the junction.

Fig.14 shows the curves of the three important angles and
their angular velocities. Since the run time is 70s which is
two times more than 30s, the heading angular velocities of
the front and rear body reduced to less than 0.17rad. We can
observe that the articulated angle and the angular velocity
increases first and then decreases. In addition, both of them
keep in a small value at the second half of the journey. The
articulated angle at the end point is −0.004 rad. The range
of variation for the articulated angle and its angular velocity
maintains within the limitations, which means the obtained
trajectory is reasonable and feasible.

C. CASE3
In Case 3, the end point changes to (45, 32). The results are
shown in Fig.15 to Fig.18. From Fig.13, we observe that the
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FIGURE 17. The driving velocity when the end is (45, 32).

FIGURE 18. The angle and angular velocity for the three angles when the
end is (45, 32).

trend of the v-s curves remains the same as they are in the first
two Cases. However, the velocity along the driving direction
is higher the velocity in Case 2. Based on Fig.16, we notice
that the driving distance is little longer than the distance in
the first two Cases. In Case 3, the driving distance is 54.1m.

Since the run time remains the same (70s) and the run
distance is longer, the velocity is higher.

Based on Fig.17 and Fig.18, we can see that both of the
two bodies pass through the junction safely. Both of heading
angles of the two bodies keep in a small value at the second
half of the journey. The articulated angle at the end point is
−0.03 rad. The range of variation for the articulated angle
and its angular velocity still maintains within the limita-
tions, which means the obtained trajectory is reasonable and
feasible.

FIGURE 19. The central line of the tunnels.

FIGURE 20. The angle and angular velocity for the three angles.

D. CASE4
Case 4 shows the importance and necessity of trajectory
planning in practical application. Usually, the central line is
the most common path for mining vehicle. However, it is not
always feasible when turning. For example, we apply Line
and Cycle method to connect the central lines of the two
tunnels. The radius of the cycle is 5m, which is larger than
the minimum steering radius of the LHD (3.57m). The path
shows in Fig.19.

If the LHD tracks this path at the velocity of 2m/s without
considering the articulate angular velocity limit, the curves
about the three angles shows in Fig.20.

It is noticed that the articulate angular velocity exceeds
maximum value (0.17rad/s). Therefore, it is impossible for
the LHD to follow the central line when it is turning at the
velocity of 2m/s. However, in Case 1, we can see that the
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articulate angular velocity can be kept below the limit value
in the junction when the driving velocity exceeds 2m/s. At the
same time, we observes that the path of the LHD is not
the central line. Therefore, it is very important to consider
velocity for seeking a feasible trajectory.

Furthermore, even if the physical constraint of the articu-
lated angular velocity is fast enough, the central line is still
not a feasible path. Unless the length of the front body and
rear body are the same, otherwise, the rear body will collide
with the tunnel wall due to the Difference of Radius between
Inner Wheels.

In addition, in order to pass the junction, we can set section
speeds, low speed for turning, and high speed for straight
driving. However, where to start slowing down, and what the
velocity it should be are need to be decided through some
scientific methods. Otherwise, the production efficiency and
energy consumption will be affected.

Based on these case studies, it is known that velocity is
also an important factor in motion plan. Only planning a path
cannot satisfy the requirements of efficient and safe produc-
tion. For autonomous LHD, a planning method is needed to
find the spatiotemporal trajectory, which is the contribution
of this paper. Since the longitudinal trajectory plan model
is convex and the nonlinear constraints of the lateral tra-
jectory plan model are not very complex, the computation
time is short. The trajectory can be obtained within a few
seconds. The computational time of Case 1to Case 3 are listed
in Table 3.

TABLE 3. The computational time of the cases.

The longitudinal trajectory planning problem is convex,
convergence is widely known. The lateral trajectory prob-
lem is a nonlinear programming problem with quadratic
objective, linear equality constraints and nonlinear inequality
constraints. In addition, in the first optimization stage, there

FIGURE 21. The first stage lateral trajectory convergence plot of Case1.

FIGURE 22. The first stage lateral trajectory convergence plot of Case2.

FIGURE 23. The first stage lateral trajectory convergence plot of Case3.

are 150 decision variables. These are the most complicated
problem in this article. Therefore, we show the convergence
plots of the lateral trajectory optimization in the first stage for
Case 1 to Case 3 in Fig.21 to Fig.23.

It can be seen that, for Case 1, the solution can be
obtained after 10 iterations; for Case 2 and 3, the solution
can be obtained after 20 iterations. Therefore, the compu-
tational time for Case 1 is shorter. Although the number
of the decision variables are the same, the computational
time are different. This may cause by the different driving
time. In Case 1, the driving time is 30s; in Case 2 and 3,
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the driving time is 70s. The longer the driving time, the larger
the search space, therefore, leading to a longer computational
time.

At the end of this Chapter, we analyze a phenomenon of
a trajectory generated by this method. Form these cases, it is
noticed that there is a fluctuation in velocity at the junction.
The setting of the desired velocity mainly causes this. In this
paper, the desired velocity is set by vdes = S/T . S is the length
of the trajectory. Since we didn’t know the exact length of the
trajectory before trajectory planning, S is set to a constant
value (60m) for these cases. Therefore, vdes is a constant
value. In Tunnel A, vxdes = vdes; in Tunnel B, vxdes = vdes ·
cosα. In this way, the longitudinal desired velocity suddenly
goes down at the junction, at the same time, the lateral bound
goes up suddenly. Therefore, the velocity may fluctuate at
the junction. In order to improve this problem, how to set
the desired velocity is an improvement direction for this
method.

VI. CONCLUSION AND FORECAST
In this paper, the local trajectory plan problem for LHD’s
most commonworking scenario has been deeply investigated.
A novel trajectory planning method based on longitudinal
and lateral trajectory planning is proposed. This method has
two special characteristics: (1) no angles are included in the
decision variables; (2) collision avoidance constraints of the
rear body is not directly considered in the planning model,
but ensured through a rationality and feasibility condition.
For the LHD’s duty cycle, the length of economic haul is
less than 200m, the driving velocity is about 1m/s∼2m/s.
Through the method, the number and complexity of the non-
linear constraints can keep in a reasonable level. All these
advantages make the proposed method easy to implement.
Case studies show the effectiveness of the proposed method.
With the proposed method, the intelligent degree of LHD
will be promoted, which is conducive to the development of
intelligent mining.

According to the characteristics of LHD trajectory plan-
ning problem, with a single method, nonlinear programming
is the most suitable method. Under this frame, the more
targeted solving algorithm is worth studying. Compare with
the SQP, CFS is more efficient on trajectory generation.
Inspired by this idea, how to make feasible domain convex
in the case of time varying LHD size is the research focus.
In addition, based on the exiting trajectory planning method,
the compound trajectory method combining more than two
exiting methods maybe a feasible way. The whole process
can be divided into several subsegments. In this case, how
to consider various constraints and terminal requirements are
the problems need to be solved.

APPENDIX
(1) The longitudinal trajectory planning problem is a convex
quadratic programming problem. The vector of decision

parameters is x, x = [x1, · · · , xN , vx1, · · · , vxN , ax1,
· · · , axN ]. The general form can be expressed as

min J (x) =
1
2
xTHxx+ fTxx+ Nλ1v

2
xdes

Aeqx = Beq,

Ax ≤ B,
lb ≤ x ≤ ub.

(A1)

H is a 3N× 3N matrix and

Hx =

Hx1
Hx2

Hx3

 .
Hx1, Hx1 and Hx1 are the matrix of N× N.

Hx1=

 0 . . . 0
...

. . .
...

0 · · · 0

 , Hx2 =

 λ1 . . . 0
...

. . .
...

0 · · · λ1

 ,

Hx3=



2(λ2 + λ3) −2λ3

−2λ3 2(λ2 + 2λ3)
. . .

−2λ3
. . . −2λ3
. . . 2(λ2 + 2λ3)

−2λ3 2λ3


.

fx is a 1 × 3N row vector, fx = [ fx1 fx2 fx1 ]. fx1 and fx2
are two 1× N row vectors.

fx1 = [0, · · · , 0], fx2 = [−2λ1vxdes, · · · ,−2λ1vxdes].

The linear equality constraints are Aeqx = Beq, where

Aeq =

(
Aeq1
Aeq4

Aeq2
Aeq5

Aeq3
Aeq6

)
(A2)

where Aeq1 to Aeq6 are six N× N matrix.

Aeq1=


1 −1

. . .

1 −1
1

 ,

Aeq2=


1t

. . .

1t
0

 , Aeq3=


1t2/

2
. . .

1t2/
2
0

 ,

Aeq4=


1 −1
. . .

. . .

. . . −1
1

 , Aeq5=


1t

. . .

1t
0

 ,

Aeq6=

 0
. . .

0

 .
BT
eq= [Beq1 Beq2 ], (A3)
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where Beq1 and Beq2 are two 1× N row vectors.

Beq1 = [0, · · · , 0,Xfe]

Beq2 = [0, · · · , 0]

The linear inequality constraints are Ax = B, where

A =
(

A1
A1

A1
A1

A2
A3

)
, (A4)

where A1 to A3 are three N× N matrix.

A1 =

 0
. . .

0

 , A2 =


−1 1

. . .
. . .

−1 1
0

 ,

A3 =


1 −1
. . .

. . .

1 −1
0

 .
BT
=
[
B1 B2

]
,

where B1 and B2 are two 1× N row vectors.

B1 =
[
1amax · · · 1amax

]
,

B2 =
[
1amin · · · 1amin

]
.

The lower bounds of x is lb, lbT=[ lb1 lb2 lb3 ], where lb1
to lb3 are two 1× N row vectors.

lb1 = [xmin, · · · , xmin],

lb2 = [vxmin, · · · , vxmin],

lb3 = [axmin, · · · , axmin].

The upper bounds of x is ub, ubT=[ ub1 ub2 ub3 ], where
ub1 to ub3 are two 1× N row vectors.

ub1 = [xmin, · · · , xmin],

ub2 = [vxmin, · · · , vxmin],

ub3 = [axmin, · · · , axmin].

(2) The lateral trajectory planning problem is a nonlinear pro-
gramming problem. The vector of decision parameters is y,

y = [y1, · · · , yN , vy1, · · · , vyN , ay1, · · · , ayN ]. The general
form can be expressed as

min J (y) =
1
2
yTHyy

Aeqy = Beq,

Ay ≤ B,
1
2
yTHy’y+ fTy’y ≤ C,

lb ≤ y ≤ ub.

H is a 3N× 3N matrix and

Hy =

Hy1
Hy1

Hy2

 .
Hy1 and Hy2 are the matrix of N× N.

Hy1=

 0 . . . 0
...

. . .
...

0 · · · 0

 ,

Hy2=



2(ρ1 + ρ2) −2ρ2

−2ρ2 2(ρ1 + 2ρ2)
. . .

−2ρ2
. . . −2ρ2
. . . 2(ρ1 + 2ρ2)

−2ρ2 2ρ2


.

The linear equality constraints are Aeqy = Beq, where

Aeq =

 Aeq1
Aeq4
Aeq7

Aeq2
Aeq5
Aeq6

Aeq3
Aeq6
Aeq6

 ,
where Aeq1 to Aeq6 are the same as expression (A2). Aeq7 is
a 1× N row vector, Aeq7 = [ 0 · · · −1 1 ].
BT
eq=[Beq1 Beq2 Beq3 ], where Beq1 to Beq3 are three

1 × N row vectors.Beq1 and Beq2 are the same as
expression (A3), Beq3 is a 1 × N row vector, Beq3 =

[(xN − xN−1) tan θfe, 0, · · · , 0].
The linear inequality constraints is Ay = B , where

A and B are the same as expression (A4) and (A5).

Hy′ =

 Hy’1
Hy’1
Hy’1

Hy’1
Hy’2
Hy’1

Hy’1
Hy’1
Hy’1

 , Hy’1 =

 0
. . .

0

 ,

Hy’2 =


0 − tan(1t · θ̇fmax )

−2 tan(1t · θ̇fmax )
. . .

. . .

. . . − tan(1t · θ̇fmax )
−2 tan(1t · θ̇fmax ) 0


fy’ = [ fy’1 fy’2 fy’1 ], fy′1 = [ 0 · · · 0 ],

fy′2 = [−2 vx2 −2(vx1 − vx3) · · · −2(vxN − vx(N−2)) 2vx(N−1) ]
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The linear inequality constraints are 1
2y

THy’y+ fTy’y ≤ C.
Hy’ is a 3N × 3N matrix, Hy′ , Hy’1 , Hy’2, fy’, and fy′2 are

shown at the bottom of the previous page.
C is a 1× N row vector

CT
= [0, vx1vx2 tan(1t · θ̇fmax ), · · · , vx(N−1)vxN
× tan(1t · θ̇fmax ), 0].
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