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ABSTRACT Google Ads is an advertising agency that provides ads to advertisers. Advertisers match the
user’s search terms and push ads by selecting keywords related to their ad content. Keywords can determine
the type of users an advertiser pushes, the effectiveness of the ad promotion, and the sales of the ad product.
Automatically selecting keywords that are satisfactory to advertisers from a large number of keywords
provided by Google Ads is the main task of this paper. But there is not too much time for the model to
judge whether keywords are selected, choosing correct keywords in the shortest time is another task of this
paper. Therefore, a structure of the model that can get some useful keywords for advertisers is designed
and an improved multi-objective particle swarm optimization algorithm is proposed to achieve this multi-
objective task. These are also the main contributions of this paper. To accomplish this multi-objective task,
many technical issues need to be overcome, such as the mixed language problem, the imbalance problem,
the problem of extracting features from corpora and so on. This paper proposes a corpus selection method
to solve the mixed problem of Chinese and English in keywords, word embedding method to solve the
representation of keywords, re-sampling to solve data imbalance problem, improved convolutional neural
network (CNN) to solve classification problem, and a multi-objective particle swarm optimization algorithm
(MOPSO) to achieve neural structure search of CNN so that the effect of the classification is improved and
the training time is reduced. The keyword selection problem is solved with the combination of evolutionary
computing, deep learning, machine learning, and text processing techniques. Experimental results show
that the proposed algorithm greatly improved the accuracy of keyword selection and shortened the time
of selecting keywords. Therefore, this algorithm has a good application value.

INDEX TERMS Google Ads, corpus selection, word embedding, re-sampling, CNN, MOPSO, keyword
selection, neural structure search.

I. INTRODUCTION
Google Ads is the advertising agency of Google that provides
advertising services to advertisers. The previous name was
Google Adwords. Google Ads can push advertisers’ ads to
Google and Google-related sites and some social media. Such
as Google, Facebook, and so on. It is profitable through
the advertising of advertisers. The form of the advertise-
ment includes text, pictures, and videos. After advertisers
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promote their ads through Google Ads, Google Ads will
quickly respond to advertisers with information of ads about
clicks, impressions, cost per click, and more. Later, when
the advertisers get the information, some more reasonable
solutions are adjusted to increase the competitiveness of the
advertisement [1].

Before advertisers push their ads to Google Ads, they
need to fill in the keywords related to the content of the
ads that need to be served on Google Ads, and the search
terms that users search for in the search engine match those
keywords. Their match determines the position of the ad on
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FIGURE 1. The Google Ads workflow chart.

the website that the user is browsing. The degree of matching
can be determined by the advertiser’s bid and the relevance
of keywords and search terms. For advertisers, they push
their advertising messages to the public through keywords.
On the one hand, they may only want to push ads to users
who are related to advertising products. Because if an ad is
pushed by keywords to users who are not related to the ad
product, even if the user clicks on the ad but is not interested
in the ad product, this behavior will waste the advertiser’s
the cost of clicks. On the other hand, they want to choose
efficient keywords. Efficient means that ads pushed out by
keywords can get better impressions, clicks, or even purchase
of advertisers’ products. Therefore, it is not a simple problem
to select keywords that satisfy advertisers from among the
hundreds of keywords that Google Ads offers to advertisers
by keywords planer [2]. In fact, the position ranking of the
advertisement is also related to factors such as the advertiser’s
investment price and the quality of the advertisement content.
For the sake of research, this article sets all factors except
keywords to be consistent.

Thework process of GoogleAds ismainly divided into five
measures. First, the advertiser sets the content of the adver-
tisement according to their own needs. Second, the advertiser
selects keywords on the system according to the advertise-
ment content. Third, the set keywords are matched with the
terms searched by the user in the search engine. In the case
of a high degree of matching, Google Ads will promote the
ads to more relevant users. Fourth, Google Ads will send the

keywords-features to the advertiser when the keywords are
input the Google Ads. Fifth, the advertisers adjust the strategy
according to the features of the keyword. If these keywords
are not ‘good’, they will be removed by advertisers from the
Google Ads. The specific process is shown in Fig. 1.

As mentioned above, keywords have their features. Some
keyword-features are owned before the keyword is put into
Google Ads. Such as the matching degree. The matching
degree can be divided into four categories. The specific
details are shown in Fig. 2, namely broad, broad match modi-
fier, phrase, exact. The other keyword-features are generated
after the keyword is put into the Google Ads. These features
are sent by Google Ads to advertisers and used to ana-
lyze the effect of these keywords. The features of keywords
mainly include cost per click (CPC), cost per 1000 impres-
sions (CPM), page rank, quality score and so on. Advertisers
can select or set the keywords according to these features.

Different advertisers have different advertising needs.
When a keyword is put into Google Ads for a while, Google
Ads will send back the keyword-features for each keyword.
When the advertiser receives these keyword-features, they
will choose and select the keywords that match their needs.
Some keywords that do not perform well will be removed
from Google Ads. For example, an advertiser puts a keyword
into Google Ads, and one day later, Google Ads will send a
series of keyword-features such as CPC, CPM, Page Rank,
and Quality Score to the advertiser [3]. The advertiser thinks
that CPC and CPM are the most important standard for their
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FIGURE 2. The match types of keywords.

ads, and the rest of the features are negligible. And keywords
with CPC and CPM meet the standard will be retained, and
keywords with failed CPC and CPMmetrics will be removed.
Therefore, whether keywords are retained depends on the
different goals and needs of the advertiser. In this paper,
the keywords that can be retained by the advertiser are used
as positive samples in the training data, and the keywords
removed by the advertiser are used as negative samples in the
training data.

However, the features of a keyword require that the key-
word is put into Google Ads for a period of time before they
can be generated. And each keyword takes a lot of money to
be put into Google Ads. For advertisers in different indus-
tries, Google Ads provides related keywords to this industry.
However, there are too many keywords available for advertis-
ers to choose from. If they put each of the available keywords
for a period of time, then choose the available keywords based
on the keyword features. It will spend a lot of money and time.
Therefore, how to find the keywords available to advertisers
from the huge selection of keywords is one of the core tasks
of this paper.

There is a large percentage of references to analyze how
to select high-quality keywords on Google’s advertising
pages. Among them, the most representative ones are related
research methods in the economic field, such as economic
analysis of advertising content structure [4] and economic
analysis of bid selection [5]. However, because algorithms are
required to get the best results in the shortest time when solv-
ing engineering problems, few researchers use deep learning
to select the keywords on Google Ads. Therefore, getting
the best results in a short time is another core task of this
paper.

But achieving fast keyword selection is not a simple task.
So this paper proposes some solution to the following prob-
lems and cleverly solves the keyword selection problem.

1) How to choose keywords if there are few data for
studying? In fact, it is the problem of the short text
classification [6]. However, in reality, due to factors
such as the cost of advertising and the number of
vocabularies, advertisers can not directly access a large

number of keywords, which results in keyword clas-
sification not being available in one step. In order to
optimize this problem, this paper proposes the word
embedding method [7] to better pick up the features of
these keywords.

2) A keyword may contain both Chinese and English
words. The keyword language types in the research
case are mixed, and the most common one is the inter-
section of English keywords and Chinese keywords,
so the corpus needs to be carefully selected.

3) The number of keywords that meet the needs of adver-
tisers and the number of keywords that do not meet the
needs of advertisers is not balanced.When an advertiser
chooses keywords, the possibility of selecting high-
quality keywords is small, this is because there are
fewer keywords with good quality and top-ranking fea-
tures. In order to improve this indicator, an unbalanced
data set needs to be resampled [8]. There are usually
two ways to resample, one by creating a composite
example from a few categories (over-sampling) and the
other by dropping the original example frommost cate-
gories (under-sampling). In this study, the two methods
are mainly used to improve the data imbalance, and the
best method is selected for the following experimental
process [9].

4) The performances of traditional classifiers are not
satisfactory. Many experts have studied and elabo-
rated on the classification of short texts [6], [10]–[13],
but few experts have studied how to choose key-
words. In practical applications, it is very difficult to
extract the correct characteristics of the keywords and
quickly make the classification of the keywords high.
To optimize this problem, this paper proposes improved
convolutional neural networks. Convolutional Neural
Networks (CNN) are widely used in various fields due
to their advantages in feature extraction [14], which can
effectively solve text classification problems.

5) Using deep learning will take a lot of time. In fact,
if a more complex network structure is encountered
in practical applications, most of the parameters need
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to be manually adjusted to improve the classification
level. And the complex structure also takes lots of
time. In response to this problem, this paper proposes a
multi-objective particle swarm optimization algorithm
(MOPSO) to optimize CNN. The MOPSO algorithm
can optimize the network structure of the convolutional
neural network to improve classification and reduce
training time [15].

For the selection of keywords on Google Ads, most
researchers choose to use economic methods to analyze
and solve. This paper explores from other perspectives.
Combining evolutionary computation with deep learning and
assisting with some traditional text and data processing meth-
ods greatly improves the accuracy of classification results and
reduces time, finally completes the problems in engineering
applications. For advertisers, it will reduce a lot of time and
money, and the economic benefits will be huge.

II. RELATED WORK
A. KEYWORD SELECTION ON GOOGLE ADS
In this paper, keyword selection is a problem with the
classification that some suitable keywords for advertisers can
be selected from many recommended keywords. Because
the number of words in a keyword is small, many experts
use short text classification methods to solve this prob-
lem [6], [10]–[13].

In addition, when the application is keyword selection on
google ads (formerly Google AdWords), the short text clas-
sification method may no longer be applicable due to many
other factors that need to be considered. In order to solve the
keyword selection problem of google ads, Lu et al. proposed
to solve keyword selection by Analyzing the market [16],
Desai et al. proposed to analyze competitor’s keywords [5],
Mostafa used Term Frequency to extract keywords [17].

However, in this paper, some of the keywords that the
company previously-stored and selected and satisfied by past
advertisers are used as the train test, and the methods of
machine learning and deep learning are used to solve the
problem of keyword selection. But deep learning is con-
sidered by the author to waste time and not achieve good
effectiveness. Therefore, using MOPSO to design a network
can make the network get the best results in the shortest time.
This is also one of the main contributions of this article.

B. MULTI-OBJECTIVE PSO
The particle swarm algorithm (PSO) is based on the principle
of bird flocking. PSO is proposed by Kennedy in 1995 [18].
The idea of the algorithm is to first randomly initialize
all the particles whose size is N and dimension is D.
In the k th iteration, the position of the ith particle is xi =
(xi, 1, xi, 2, . . . , xi,D), the particle updates its position by its
personal best (pbest) and global best (gbest) [19]. Finally,
the optimal solution is output if the stopping condition is
met. Through continuous iteration and updating, the optimal
solution is finally found. The updating process of particles is

mainly based on the following two formulas:

xk+1i,d = xki,d + v
k+1
i,d (1)

where xki,d is the position of the ith particle at k th generation
and d th dimension; vki,d is the velocity of the i

th particle at k th

generation and d th dimension. The velocity of the ith particle
is updated according to:

vk+1i,d = wvki,d + c1r1(pbest
k
i,d − x

k
i,d )+ c2r2(gbest

k
d − x

k
i,d )

(2)

where w is inertia weight, c1 and c2 are parameters to control
the trade-off between pbest and gbest, r1 and r2 are random
numbers between 0 and 1 [20].
However, in practical applications, there is often more than

one objective. Therefore, after a period of development, The
first MOPSO was proposed by Moore in 1999 [21]. For the
multi-objective optimization algorithm, just as there is no free
lunch in the world, it is necessary to analyze according to the
specific situation. Firstly, be clear about what the objective of
the problem is. Secondly, need to know if there is a dominant
relationship between the various objectives. Finally, when
multiple suitable solutions emerge, how to choose the most
appropriate solution for all problem. Currently, various evolu-
tionary algorithms are proposed in the field of multi-objective
optimization such as NSGA, SPEA, NSGA II, AMALGAM,
SMPSO, and CMOPSO, which will be discussed in the
succeeding sections [22]. For this paper, MOPSO is also
improved for this application, the details are introduced in
PROPOSED METHOD.

C. EVOLUTION ALGORITHM BASED CNN
Deep learning models have achieved remarkable results in
computer vision and NLP in recent years [23], [24]. In deep
learning, convolutional neural networks (CNN) can not only
share convolution kernels to process high-dimensional data
but also automatically extract features and train weights to
obtain better classification results. In addition, For CNN,
the more training data is input, the better the features
extracted by the model, and the higher the accuracy of the
classification. In this application, the keyword information
used by the advertiser each time will be stored. The infor-
mation for these keywords includes which keywords are sat-
isfactory to the advertiser and which are not satisfactory to the
advertiser. So as time goes on, data will be accumulated more
and more. The effect of CNN being used to select keywords
will get better and better. Therefore, CNN has great potential,
so CNN is used as a classifier for this application.
CNN consists of convolutional layers, pooling layers,

activation layers, and fully connected layers. In each layer,
there are some hyperparameters, as shown in [25]. In the
natural language processing problem, CNN is constantly
being improved. In 2014, Yoon Kim et al. proposed the CNN
improved to achieve sentence classification [14]. In 2018,
Yijing Li et al. proposed the CNN improved to solve
the imbalanced text sentiment classification [8]. In 2018,
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Ying Shen et al. proposed the CNN improved to solvemedical
short text classification [6].

But there are still defects in CNN, such as too many
parameters, long training time and over-fitting. Recently,
more and more researchers started to use evolutionary com-
puting to tackle these problems. For example, Dahou et al.
used CNN and evolution algorithm (EA) for sentiment clas-
sification [26], Sun et al. proposed the PSO based flexible
convolution autoencoder for image classification [27], which
is capable of automatically searching for the optimal archi-
tectures of the proposed FCAEwith much less computational
resource and without anymanual intervention. Giovanni et al.
proposed a methodology that uses a CNN in conjunction with
the particle swarm optimization to reduce lung nodule false
positive on computed tomography scans [15]. Using evolu-
tionary computing to improve CNN is becoming more recog-
nized in deep learning solutions. And Zhang et al. proposed
that using PSO evolve image classification architectures [28].
It can be seen from the results of these papers that PSO can
optimize the CNN network structure to achieve better results.

D. WORD EMBEDDING
When amodel is built, the natural language cannot be directly
imported into the model, because the input to the model can
only be numeric type data. So the concept of word embedding
was introduced. Word embedding is a way to convert words
into word vectors. Word embedding is used to express natural
language in the form of numbers. In this way, some language
problems can be studied. Currently, word embedding has
become a common method in dealing with natural language
processing problems. It can be used in text classification,
document clustering, speech tagging, entity identification,
emotion analysis, and many other natural language process-
ing tasks. In word embedding, Word2Vec and GloVe are the
most popular methods [29], [30]. In addition, in recent years,
FastText launched by Facebook has been widely used as a
word embedding tool because of its fast speed and good
performance [31].

For the three most commonly used word embedding meth-
ods, their principles are roughly the same, so only a detailed
introduction toWord2Vec is given here. As is shown in Fig. 3,
there are two types in the Word2Vec: Skip-gram and Con-
tinuous Bag of Words (CBOW). Both of the structures have
advantages. The training speed of CBOW model is faster
and the skip-gram model is better in predicting infrequent
vocabulary [32]. So the skip-gram model is more suitable for
obtaining pre-trained word embedding in this study. Google
proposes the tool of Word2Vec in 2013. This tool adopts two
main model architectures based on neural network, continu-
ous bag-of-words (CBOW) model and continuous skip-gram
model, to learn the vector representations of words [29]. The
CBOW architecture predicts the current word based on the
context, and the skip-gram predicts surrounding words given
the current word [18]. The algorithm is described in detail as
shown in [33].

FIGURE 3. Skip-gram and CBOW Word2Vec models.

E. CLASS IMBALANCE ISSUE
In practical applications, most of the data is not balanced. For
example, the proportion of illness and health in the popula-
tion, the proportion of damaged and non-damaged products
in the factory, and so on. For the classification of such data
imbalance, if the data is not processed, the classification
effect is generally not particularly good. Therefore, there
are currently many ways to deal with data imbalance prob-
lems. These methods can be roughly divided into two types.
Depending on the type of data, if the number of data is large,
under-sampling the majority class can be used to balance
the data [34]. In this way, data diversity may be reduced.
Another approach is oversampling the minority class to make
the data balanced. But this approach may lead to the over-
fitting problem due to poor configurations [35]. There are
some excellent ways to increase the number of data [36], such
as SMOTE, and Borderline-SMOTE [9], [37].

F. EVALUATION CRITERIA
When the data is imbalanced, the classification effect cannot
be evaluated only by the accuracy rate. For example, if there
are 10 samples, 8 are correct, 2 are wrong, then accuracy
is 0.8, so this is a very intuitive evaluation method, but this
is valid only when the data is well balanced. In the case of
imbalanced data, if there are 10 samples, 9 positive examples,
and 1 negative case, then if the classifier classifies everything
to be positive, the accuracy will still be as high as 0.9. In the
imbalanced data test scenario, there is no doubt that the
classifier has no effect. In this situation, using accuracy as
evaluation criteria will not be sufficient.

In this case, the recall rate, precision rate, accuracy rate,
receiver operating characteristic (ROC), and area under the
curve (AUC) are often used as performance metrics to assess
the performance of imbalanced data classification [38].

VOLUME 7, 2019 125391



J. Liang et al.: MOPSO-Based CNN for Keyword Selection on Google Ads

FIGURE 4. The flowchart of the algorithm.

In (3), recall rate represents the true positive samples
divided by the sum of the true positive samples and the false
negative samples.

RECALL =
TP

TP+ FN
(3)

In (4), precision represents the true positive samples
divided by the number of positive samples predicted.

PRECISION =
TP

TP+ FP
(4)

In (5), accuracy (ACC) represents the correct sample
divided by all samples.

ACC =
TP+ TN

TP+ TN + FN + FP
(5)

The area AUC (Area Under ROC Curve) value below the
ROC curve is used to measure the algorithm performance:
if the model is perfect, then its AUC = 1, if the model is a
simple random guessmodel, then its AUC= 0.5, if onemodel
is better than the other, the area under the curve is relatively
large [39].

III. PROPOSED METHOD
The challenges of the keyword selection in Google Ads are
listed as follows.

1) The number of keywords in an ad cannot be too big due
to cost constraints.

2) There could be a mixture of different language in the
keywords.

3) There is the imbalance issue between ‘good’ and ‘bad’
keywords.

4) The effect of the typical keyword classification
approach [8], [15], [40] can not produce a satisfactory
result.

5) The keywords selection method need to be not only of
high accuracy but also of high speed.

6) There are multiple objectives to be optimized.

To deal with the above challenges, a combination method
is proposed. This method is divided into five steps. 1. Using
the word embedding to get the word vector so to improve the
number of keywords features. 2. Selecting the corpus to deal
with the language blending question in the keyword. 3. Using
resampling to balance the data. 4. Proposing an algorithm for
improving CNN. 5. Optimizing the CNN network structure
by an improved MOPSO.

The flow chart of the proposed method is shown
in Fig. 4 and the details of each step are introduced in the
following subsections.

A. THE USE OF WORD EMBEDDING
In the problem of natural language processing, it is often the
problem of processingmultiple articles or multiple sentences.
However, this study processes keywords which are difficult
to deal with. First, each keyword only contains a few words,
at most 15 words, usually only about 5. Second, because of
cost issues, the number of available keywords for training is
far less than the number of texts in other natural language pro-
cessing problems. Therefore, methods in traditional natural
language processing, such as Word Frequency, DF, TF-IDF
and so on, are not applicable. So this paper selects the popular
word embedding method in recent years to convert keywords
into word vectors, and it is introduced in related work [33].
In this way, not only the keyword feature can be added, but
also the features of the keyword can be extracted. It should
bementioned that the most commonly usedmethods for word
embedding areWord2Vec, Glove, and Fasttext [31]. Different
word embedding methods are selected according to different
application needs. For the convenience of comparison, this
paper compares these three methods and chooses the best
word embedding method to prepare for the next experiment.

B. THE SELECTION OF CORPUS
The keywords in Google Ads contain the language of more
than one country. In order to solve the problem that different
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languages exist in the same corpus. This paper turns these
keywords into word vectors by selecting corpora which con-
tain different national languages and using the above word
embedding methods. In this way, even if a keyword contains
several different languages, they can be put together to extract
features. There are Chinese and English in a keyword used
in this paper, so some corpora containing both languages
are searched, such as Sikuquanshu, Weibo, Baidu, Wikipedia
and so on. In addition, the task of this paper is about the
issue of advertising keywords, so these corpora are required
to contain enough advertising information. However, using
other corpora to convert words of a keyword into word vectors
may result in that the words of keywords are not in these
corpora. In this case, the word vectors need to be represented
by the random value. It should be noted that the number of
words contained in the keyword is not uniform, so the length
needs to be set to a uniform length. If the length does not
reach the set length, 0 can be used to fill it up. This problem is
supplemented in the improved CNNdescribed below. In addi-
tion, different applications need to choose different corpora.
This paper compares and selects the best corpus to prepare
for the next experiment. The flow chart converting keywords
into keywords vectors is shown in Fig. 5.

FIGURE 5. The flow that converts keywords into keyword vectors.

C. THE PROCESS OF THE IMBALANCED DATA
As mentioned in the introduction, the number of keywords
that can satisfy the needs of advertisers is very small. How-
ever, the keywords that Google Ads offers to advertisers are
large. Direct classification, in this case, will inevitably result
in the poor effect due to the data imbalance. So this paper uses
resampling to improve this problem. The under-sampling [8],
smote [9] and borderline-smote [37] are the threemost widely
used problems to solve this situation. By experimenting with

these three methods separately, the best method is used as the
method of resampling.

D. THE IMPROVED CNN
Convolutional neural network is widely used to deal with
natural language processing problems because of its ability to
automatically train network and extract features, so this paper
chooses CNN to select keywords. However, the keywords
studied in this paper not only need to extract the characteris-
tics of their own language, but also need to add some related
features of the keywords in the network, so it is necessary to
improve the traditional CNN.

After the description of the above three steps, this subsec-
tion is described how to select keywords in detail.

Firstly, because the length of the keywords is inconsistent,
the length of the keyword needs to be limited here. The
length of the keyword needs to be set according to the actual
application. Because the keyword length in this application is
up to 15, the keyword length is uniformly set to 15. When the
length of the keyword is less than 15, it is filled with 0.

Moreover, after the length limit of the keyword is com-
pleted, each word in the keyword needs to be encoded.
To complete the encoding of the keywords, all the words
contained in all the keywords need to be collected and then
de-duplicated, and then the different words are encoded from
the one, such as 1, 2, 3, 4, 5· · ·. In this way, each keyword can
be converted into a vector of length 15 that is represented by
different codes.

Next, the method of word embedding will be used. In the
operation of the previous step, different code numbers cor-
respond to different words. Then, after selecting the corpus
and using the word embedding, each code can be converted
into a word vector. The word embedding method is used to
convert each code into a 300-dimensional word vector. There
is a possibility that the corpus does not contain words in
the keyword, and in this case, the word is converted into a
random 300-dimensional word vector. Therefore, after using
the word vector method, each keyword is converted into a
matrix of 15×300.

The previous three steps are shown in Fig. 5.
Then, this matrix can be used as the input of the improved

CNN. It should be noted that the word vector of the word is a
word vector based on the corpus, and the corpus is not related
to the application. Therefore, the purpose of referencing CNN
is to get the model of the keyword selection according to
the continuous training of the weight of each neural layer.
And this model can select the appropriate keywords for the
advertiser. There are two points to be proposed. 1. All neural
layers of CNN are randomly initialized. 2. Before the final
classification, adding the keyword-related features together
with the features extracted by the CNN for the final softmax
layer. Because keywords contain some keyword-features that
advertisers value, in this study, the selected keyword fea-
tures are cost per click (CPC), cost per thousand impressions
(CPM), and the matching degree mentioned in the introduc-
tion. The reason why these three features are selected is that
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FIGURE 6. The basic structure of the proposed convolutional neural network.

these features can be obtained quickly, without having to wait
for a long time, and advertisers prefer these features to judge
the quality of the keywords [16]. The basic structure of CNN
is shown in Fig. 6. The specific parameters and layer selection
methods will be described in the next step.

E. THE MOPSO BASED IMPROVED CNN
With the improved CNN described above, the selection of
keywords can be done. However, when CNN is used for key-
word selection, it has a complex network structure with many
parameters. How to choose the network structure that can get
keywords faster and more accurately from many parameters
is the key problem to be solved. Therefore, MOPSO is used
to optimize the network.

In this subsection, how to optimize CNN with MOPSO is
introduced.

The traditional MOPSO algorithm is improved according
to this application. There are two objectives in this appli-
cation, and there are conflicting relationships between the
two objectives. In this application, the effect of the classi-
fication is the first objective and the training time of the
model is the second objective, and the first objective is more
important than the second objective. As shown in Fig. 7,
the improved MOPSO needs to make the following improve-
ments: 1. Before the criteria are met, all the particles in the
Pareto front need to be obtained and sorted according to the
first objective. The middle particle is selected as the best
particle (knee point) in the Pareto front. The middle particle
will be introduced later (MO selection). 2. After the number
of iterations is reached and the range of the first objective
is specified, the best particle in the second objective that
satisfies the first objective range is found in the front. The
best particle is used as the parameters of the CNN (Final MO
selection).

As shown in Fig. 7A, the MO selection method in this
paper is to find the non-dominated solution first. Then the

FIGURE 7. The steps of selecting the best particle.

particles in the non-dominated solution are sorted in the first
object and the middle particle as the best particle. If there are
two particles in the middlemost particles, anyone can be as
the best particle. In this way, the best particle can be found
quickly and the method is easy, which is very suitable for
this application. As shown in Fig. 7B and Fig. 7C, Final MO
selection is to get the best particle from the Pareto front when
the termination condition is satisfied. the first objective (f1) is
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divided by 10 parts, such as I, II, III and so on. Of course, this
number of parts depends on the requirements of applications.
The higher the requirement for the first objective, the more
parts should be selected. In this application, it is necessary
to select the particle that the train time is shortest in the
error rate within 10%, and 10% is the maximum tolerance
in this application. If the best particle in the f1 is particle1,
the I will be selected as the range. If the best particle in
the f1 is particle5, the III will be selected as the range. For
example, when the criteria are met, there are some particles
in the Pareto front. If the best-classified error of the particles
is 1%, then the error between 1% and 10% is the range of the
first object. After the range is set, there is a particle whose
train time is the shortest in the range and this particle is the
best one as the input of the CNN.

As shown in Algorithm 1, firstly, the particles x are ran-
domly generated in the feasible area. GHA and PHA are
respectively as the global best (gbest) historical archive and
the personal best (pbest) historical archive. Then the gbest
is selected from GHA and the personal best particle in the
ith generation (pbesti) is selected from PHAi by the MO
selection method. Moreover, the x is updated according to
(1) (2). Next, PHAi and GHA are updated. Particles in PHAi
and GHA are firstly sorted according to the non-dominated
relationship. If the number of non-dominated solutions is
larger than the predefined number, MO selection method is
employed to remove extra solutions [20]. In addition, in this
paper, the terminal criterion is the number of iterations. when
the iteration reaches the set number of times, Final MO
selection is used to get the best particle and the best parameter
set from the best particle will be sent to the CNN.

After MOPSO is introduced, MOPSO is used to optimize
CNN. As shown in Fig. 8, the improved CNN includes two
convolution layers (C1, C2), two pooling layers (P1, P2), two
activation layers (A1, A2), a keyword feature layer (K1), and
a dropout layer (D1). ) and a fully connected layer (F1). The
order of the network structure is C1, A1 (RELU), P1, C2, A2
(RELU), P2+K1, D1, F1. The fully connected layer includes
an input layer, a hidden layer, a RELU activation layer,
the dropout layer and the output layer containing softmax
activation. The kernel size of the pooling layer is 3×1, and
the type of the pooling layer is VALID. How to select the
parameters will be introduced in the MOPSO.

As shown in TABLE 1, a1, a2, a3, a4, a5 as features of a
particle in the MOPSO. These particles are used to represent
the structures in CNN, a1 is the number of filters in C1, a2
is the number of filters in C2, a3 is the number of neurons in
the hidden layer, a4 is the probability of dropout in convolu-
tional layer and a5 is the probability of dropout in the fully
connected layer.

These particles will be randomly initialized when the PSO
algorithm is executed. Among them, a1, a2 and a3 are between
20 and 150, a4 and a5 are between 0.1 and 0.99.

The importance of AUC is higher than the importance of
ACC when it is necessary to process imbalances. Therefore,
the weight of the AUC should be set higher in the fitness

Algorithm 1MOPSO
1 Step 1: Initialize
2 Randomly generate x in feasible region
3 GHA = x
4 PHAi = xi
5 Step 2: Select gbest and pbesti
6 gbest =MO_selection(GHA)
7 pbest i =MO_selection(PHAi)
8 Step 3: Update xi(t) according to (1) and (2)
9 Step 4: Update PHAi and GHA
10 For i=1:popsize
11 PHAi(t) =non-dominated-selection(PHAi(t-1),

xi(t))
12 if size (PHAi(t))>maximal number of PHA
13 Remove the extra particles from PHAi(t)
14 end
15 GHA(t) =non-dominated-selection(PHA(t))
16 if size (GHA(t))>population size
17 Remove the extra particles from GHA(t)
18 end
18 if the termination condition is satisfied
19 Terminate
20 or
21 Repeat Step 2-5
22 end
23 Step 6: Select the optimal solution
24 Output the best particle in GHA by

Final_MO_selection

TABLE 1. Particle definition.

of the particles. Equations 6 and 7 are two proposed fitness
functions. For better comparison. The two adaptive equations
need to be normalized.

Fitness1 = 1− (2 ∗ AUC + ACC) (6)

Fitness2 = Time (7)

These particle’s position is updated by its personal best
(pbest) and global best (gbest).When the number of iterations
reaches the set times, the optimal parameters are passed into
the improved CNN to get the optimal results.

IV. EXPERIMENT RESULTS
In this section, the experimental result of each step is demon-
strated. In addition, the specific parameter settings of the
algorithm are also described in detail in this section. In order
to prove the reliability of the algorithm, all experiment are the
results of 10 cross-validations.
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FIGURE 8. The flowchart that MOPSO optimize CNN.

A. INTRODUCTION OF THE DATA
The characteristics of the data sets are shown in TABLE 2.
Advertiser ID refers to the different ad types. Positive refers
to the number of keywords in the Google Ads that meet the
advertiser’s requirements. Negative refers to the number of
keywords that do not meet the advertiser’s requirements. The
last two indicates are the number of Chinese and English
keywords contained in the keywords.

TABLE 2. Information on the data.

After the keywords are input in Google Ads, a lot of money
and time will be spent. The following seven sets of data are
data results that take 6 months and approximately $10,000.
Therefore, these actual data are very precious. The data of
Real-estate1 is the most complete and comprehensive, with
a large amount of data and representative, so in the next
experiment, the Real-estate1 is selected as the experimental
data.

B. SELECT CORPUS AND WORD EMBEDDING TYPE
Corpora are often used with word embedding. Because
the type of this research is about keyword selection for
advertising, there are both Chinese and English in the key-
words and the keywords are related to the advertisement.
Therefore, corpora are required to have both Chinese and
English and contain advertising information. The corpora
that meet these requirements include Weibo, Wikipedia,
Baidu, Financial Times, People’s Daily, and Sikuquanshu
Corpus. The most popular three word embedding methods
areWord2Vec, Glove, Fasttext. Because the classifier is CNN
in this paper, in this part of the experiment, CNN used by
Wang et al. is selected [41]. Because it is simple and quick
to get results so that the word embedding can be checked
quickly. The data are not balanced, so AUC is used as the
evaluation standard. As shown in TABLE 3, the Weibo cor-
pus and Word2Vec method can get the best results, so this
combination is used as the keyword processing solution for
the next experiment.

TABLE 3. Experimental results of word embedding combined with the
corpus (AUC).
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C. IMBALANCED DATA HANDLING
For imbalanced data sets, if there is not imbalanced data
handling, the classification results may not be very effective.
Therefore, this section the three most common methods for
balancing datasets are used, namely Under-sample, Smote,
and Borderline-smote. In this part, by combining the best
corpus in the above experiment with the word embedding
method, the suitable method of imbalanced data handling for
this application will be selected by conducting the experi-
ment. The CNN of the upper experiment is still used for
this classification. AUC is used as an evaluation indicator for
the experiment. As shown in TABLE 4, it can be seen from
the experimental results that the effect of the Smote is the
best. Therefore, the Smote method is used as a solution for
balancing data in the next part of the experiment.

TABLE 4. Experimental results of re-sample (AUC).

D. MOPSO AND IMPROVED CNN
1) THE SETTING OF THE MOPSO AND IMPROVED CNN
In this section, the settings ofMOPSO andCNNare described
in detail.

In MOPSO, the inertia weight w is set to 0.7298, c1 and c2
are all set to 2.05, r1 and r2 are random numbers between
0 and 1 according to [42]. The maximum number of itera-
tions is set to 30, the swarm size is set to 10 particles. The
maximal number of GBA is equal to the population size and
the maximal number of PBA is one-fifth of the population
size [20].

In the improved CNN, the method proposed by Kim [14]
is used as the model architecture. The word vector of a word
is 300. The length of a keyword’s code is 15. The type of
pooling is max pooling. 3 keyword features are added to the
combining layer to train with the features after the pooling
layer, and the activation function is Relu. Softmax is used to
classify in the last layer. The maximal iteration number of
improved CNN is 1000 [14].

2) THE RESULT OF MOPSO-BASED CNN
According to the above three experiments, the best treatment
plan is obtained. The Weibo corpus, the word embedding
method by Word2Vec and Smote as the method of balancing
the data set are selected. The improved CNN algorithm opti-
mized byMOPSOproposed in this paper is used to test. In this
part of the experiment, CNN is compared withMOPSO based
CNN, and the CNN in TABLE 5 is the CNN proposed in this
paper. As shown in TABLE 5, the AUC of using MOPSO

TABLE 5. Experimental results before and after using MOPSO.

is better and the time spent is shorter. Among these clients,
the effect has a significant increase by using MOPSO in the
Real-estate1, but the effect is not obvious in Retail1. It can
be seen from the experimental data of the previous part that
the data information of Real-estate1 is the most complete, and
Retail1’s data information is very little, so it can be concluded
that the completeness of the experimental data information
can also affect the experimental results. Overall, all of the
clients’ data, the classification effect and the time spent, both
of which have made progress in using MOPSO, it can be
proved that using MOPSO is helpful.

3) COMPARISON WITH OTHER RELATED WORKS
In this section, the proposed algorithm is compared with
another state of the art algorithms proposed in recent
years. Among them, da Silva et al. [15] proposed the
method that after CNN is optimized by PSO, then it is
used to solve the problem of the imbalanced classification.
Li et al. [8] proposed that the improved CNN is processed
the problem of the imbalanced text sentiment classification.
Yang and Eisenstein [40] proposed that improved CNN solve
the issue of sentiment analysis by embedding. These three
methods have an excellent effect in dealing with natural
language processing, and some of the techniques they use are
similar to the technique mentioned in this paper. Therefore,
because of the representativeness of these three algorithms,
they are used for comparative experiments.

In order to ensure the fairness of the experimental com-
parison, the same data set is selected. It can be seen from
TABLE 2 that Real-estate1 has the most comprehensive data
and it is suitable for experiments and comparisons, so this
data is selected as a training sample for these algorithms. For
ease of analysis, Precision, Recall, F1, Accuracy, AUC are
used as the evaluation criteria in TABLE 6.

As shown in TABLE 6, the proposed method is compared
with the other three methods. First, the two most important
indicators are analyzed, AUC and time of the trained model.
The algorithm proposed in this paper has made significant
progress in AUC and time. The proposed algorithm can
take only 67 hours in a time when the classification effect
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TABLE 6. Compare the performance of various methods.

reaches 90.14%. This result can be applied in the project
and approved by the advertisers. Followed by Li’s algorithm,
it takes 77 hours when AUC reaches 79.6%. Da’s and Yang’s
algorithms have the same AUC of 77.5%, but Yang spends
86 hours, while Da spends 98 hours. As can be seen from
other indicators, in addition to Recall, all the indicators of
the method proposed in this paper are better than other algo-
rithms. Therefore, it can be concluded that the algorithm pro-
posed by the paper has a good effect in the keyword selection
problem, and it has high commercial value in advertising
keyword pushing and can be applied in practice.

V. CONCLUSION AND FUTURE WORK
Google Ads is very popular with advertisers. Because it helps
advertisers push ads. But a large number of advertisers have
caused a lot of losses in advertising investment because they
are not smart enough to choose the keywords that are suit-
able for them. However, when solving the keyword selection
problem, it is necessary to face some technical problems such
as the keyword length is too short, the language type is not
single, the data is unbalanced, the classification effect is poor,
and the speed of classification is slow. Therefore, the method
proposed in this paper is to study these problems.

According to the experimental results, the combination of
machine learning, deep learning, evolutionary computation,
and text embedding methods, as well as basic knowledge
such as resampling, particle swarm optimization algorithm
and convolutional neural network, effectively solve the prob-
lem of difficulty in selecting keywords. And to a certain
extent, the efficiency of selecting keywords and the quality
of selected keywords have been improved in a short time,
a series of challenges in selecting advertising keywords are
successfully overcome.

In the actual application, if the AUC of the model is less
than 66.8%, which means that a lot of time is wasted, and
it will be difficult to select keywords with high relevance
and favorable price. On the contrary, if the model created in
this article is used well in the application, it will bring great

benefits to the advertisers, and the advertiser will effectively
obtain more economic benefits at a lower cost and faster.

There are still several problems in this paper that need to
be improved in depth. First, the amount of data used in this
model is relatively small, because it takes a lot of money and
time to generate data. Second, the main goal of this paper is
to select the right keywords in a shorter time, so it needs to
be assumed that other influencing factors are the same. This
has certain limitations. In practice, there are many factors to
be considered when choosing keywords, such as the type of
ads, the format of the ad that the advertiser needs and the
characteristics of the recipients of the advertising message.
In fact, these factors can also have a significant impact on
the performance of the selected keywords. Therefore, these
factors will also become the direction of future research.

In future research, with the number of data increases and
the depth of research promoting, the problems in selecting
keywords for Google Ads will be further resolved and pro-
moted. This will help advertisers save a lot of capital costs
and will bring them greater economic benefits and value.
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