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ABSTRACT Counterfeiting of consumer goods is a critical problem which causes various negative impacts
for consumers, enterprises and the whole economic ecosystem. Anti-counterfeit labels and packaging is one
of the main solutions to help enterprises protect their brand against this concern. In this paper, we introduced
a novel watermarking technique, which embeds a particular random micro-texture into a matrix barcode
and transforms this one into a security layer for making packaging anti-counterfeited. The secured matrix
barcode is hard to be reproduced by counterfeiters. In fact, any degradations caused by the counterfeiting
process will change the statistical behaviors of the embedded micro-texture. Statistical detectors based on the
hypothesis testing framework are also introduced to classify authentic and counterfeited printed barcodes.
Experimental results confirm the usability and the effectiveness of the proposed anti-counterfeiting solution.

INDEX TERMS Anti-counterfeiting, printed watermarking, matrix code, statistical hypothesis testing.

I. INTRODUCTION AND STATE OF ART
Nowadays, counterfeiting of consumer goods is becoming an
ongoing concern for consumers, enterprises and the whole
society. We can discover counterfeit goods in many domains,
such as toys, food, textiles, medication, etc. Consumers are
the first victims. They receive poor-quality goods at an exces-
sive price, and these products may threaten their health and
safety. The circulation of these products also involves social
costs and the losses of unpaid tax for governments. For
legitimate-brand companies, they lost a part of their market.
Consumers’ bad experiences caused by counterfeit products
can also endanger the reputation and value of the brand.
Companies have to have more awareness for fighting
against counterfeiters to protect themselves and their con-
sumers. They have to make sure that their trademark is
adequately protected against the menace. A myriad of tech-
nologies [1], such as holograms [2], RFID [3]-[5] ou NFC
tags [6], [7], biometric markers or inks [8],. . . are proposed to
preserve and certify the authenticity of products. These solu-
tions vary considerably in their sophistication and cost. For
low-cost products, such as medicines or textiles, companies
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are not willing to pay for an expensive RFID tag or hologram.
A cheaper solution would be more appreciated in this case.
Using matrix barcodes, such as QR codes [9], is a cheap
and effective solution to embed the identification or tracking
information of products in their packaging. However, they
cannot be used as a security element for fighting counter-
feiting. These codes are easy to be copied or regenerated.
We can reproduce them without any difficulty from the mes-
sage embedded, or we can create a fake one by scanning
and reprinting an original printed code (Scan & Reprint
attack). Therefore, the standard printed matrix barcodes are
not appropriated to be used to verify the authenticity of
products. However, we can improve the standard ones using
watermarking techniques to make them hard to be copied or
regenerated, and so a solution for product authentication.
Watermarking has been applied widely for multimedia
copyright protection. Especially for digital images, a lots of
works have been proposed in the literature such as [10]-[16]
and so on. For printed images, some other works can be cited
here [17]-[19]. Using watermarking to protect especially
printed QR codes have been also proposed in several works.
Vongpradhip and Rungraungsilp [20] proposed to pro-
tect QR code by embedding an invisible watermark in the
frequency domain. The authors in [21] and [22] suggested
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inserting a secret message by using the error correction capac-
ity of the QR code. This manipulation decreases the error
correction capacity of the standard code. Keni et al. [23]
developed a product authentication scheme using hash chains
and printed QR codes. Their works focus only on the
communication between the readers and the authentication
server. The prevention of the code cloning is only considered
in his scheme by limiting the number of times a product could
be authenticated.

Picard [24] proposed a graphical code, called Copy-
Detection pattern (CDP), which is printed on documents
or packages. The pattern is sensible with the loss of infor-
mation when documents go through a Print&Scan process.
By measuring the amount of information contained in a
scanned CDP, a CDP detector can decide the authentic-
ity of the document. Reliable performance measurements,
based on a Neyman-Pearson hypothesis test, of this authen-
tication system were given in a work of Ho et al. [25].
Baras and Cayre [26] proposed also an application of this
graphical code in protecting 2D matrix barcodes.

Tkachenko et al., in [27], proposed to substitute the black
modules of standard QR codes with a set of specific tex-
tured patterns in such a way that a private message can be
encoded, which creates a second level of storage. The texture
patterns are chosen to be sensitive to the Print-Scan (P&S)
process. The public level of this code is read as normal
as the one of the standard QR code. The private level is
decoded by maximizing the correlation between each black
module with the set of initial (numeric) patterns then linking
it to a corresponding code-word. A copy attack implies two
successive P&S processes, which degrade the patterns. The
authenticity of the code is decided by thresholding the mean
of the previously mentioned correlation. One of the limits of
this approach is that the authentication process requires an
exchange of original numerical texture patterns.

Wang et al. [28] exploited the particular optical character-
istics of K, one of the four printed ink colors of a CMYK
printer, the only color which can be rendered in infrared. The
authors introduced an infrared watermarking technique to
embed hidden information into the explicit graphic QR code,
which permits its authentication. Teraura [29] also proposed
to exploit the same characteristics of black ink under infrared
to introduce a Double-Encode Two-Dimension code used for
counterfeit prevention.

Standard matrix barcodes constitute of black modules on a
white background. In our previous work [30], we proposed to
substitute the background by a specific random texture, which
is sensitive to P&S processes. The embedded texture does
not affect the readability of the standard one. By studying
the texture within the scanned barcodes, we can manage
to take a decision on its authenticity. The proposed texture
behaves randomly, and its behavior can be modeled statisti-
cally. A detector basing on the hypothesis testing framework
was also proposed.

In this paper, we improve the previous solution by propos-
ing a new statistical model to characterize the texture.
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By exploiting this model with the hypothesis testing frame-
work, we proposed different powerful detectors to authenti-
cate the proposed secured codes. For the sake of simplicity,
we focused our study on QR barcodes. However, the proposed
solution is, in general, also valid for another 2D matrix bar-
codes. We have compared the proposed solution with other
detection techniques and security solutions for QR codes
authentication. Experimental results show that the proposed
solution is promising.

Il. ORGANIZATION OF THE PAPER

The remainder of this paper is organized as follows. Firstly,
in the section III, a description of the proposed secured QR
code is given. In the section IV, we introduce a statistic of
images in the DCT (Discrete Cosine Transform) domain.
The statistical model of this statistic is also given. In the
section V, we proposed a set of detectors by casting the detec-
tion problem in a hypothesis testing framework using the
statistical model introduced in the previous section. Exper-
imental results are given in the section VI. Finally, the paper
is concluded by the section VII.

Ill. DESCRIPTION OF W-QR CODE

A. CONCEPT

The presentation of QR codes on physical surfaces implies a
printing process. The reading of the codes implies after that
a scanning process. Both these two processes add distortions.
Therefore, the image treated by the reading/authentication
system can be considered as a degraded version of the original
digital code. A standard QR code is basically used to encode
and transmit information. By its conception, the distortions
caused by the P&S process, considered as noise, do not
disturb the reading of the information transmitted. However,
in authentication scenarios, these distortions can be interested
thank to the physically unclonable characteristics of the P&S
process [25].

Denote I, and I respectively the original numerical code
and the scanned image of the printed code. Assume that we
can manage to model and stabilize the P&S process, denote
fep S (.) the stochastic function which transforms I, to I:

I=f,) M

where 6 is a set of unknown parameters which character-
izes the stochastic behavior of the related P&S process.
The function fep $(.) is physically unclonable. In practice,
it is extremely hard to characterize this function. Its inverse
function is therefore much more difficult to be figured out.
By knowing I, it is hard to retrieve /,. Inversely, it’s also
difficult to obtain a similar / by having I,, unless you have
the same printing system which is characterized by ff 50
When I, is a standard QR code, which simply consists of
black and white modules, even when the function fQP () and
its inverse are unknown, we can easily retrieve I, basing on
the information encoded. In order to exploit the P&S process
as a key element to develop secured QR codes, we proposed
to modify I, to make it complicated so that retrieving I,

VOLUME 7, 2019



H. P. Nguyen et al.: Watermarking Technique to Secure Printed Matrix Barcode—Application for Anti-Counterfeit Packaging

IEEE Access

Embedding by -~
Standard QR code *{ substitution }—* Secured W-QR code

P&S sensitive
texture

FIGURE 1. Proposed flowchart for the construction of W-QR.

from / requires a certain knowledge of the employed P&S
process, not only the information encoded. In fact, we pro-
posed to substitute the black and/or white modules of the
standard codes by a specific texture. The texture embedded
is configured so that they change the behavior of the codes
under the P&S process but they do not disturb the normal
reading of the information encoded. The figure 1 describes
the general construction flowchart for our proposed secured
QR code (a.k.a W-QR).

B. CLIPPING GAUSSIAN NOISE TEXTURE

The key problem in the proposed concept is the choice of
the texture. There may be a lot of solutions for that; we can
mention a type of texture proposed in [31]. In this paper,
we propose to use the Clipping Gaussian Noise (CGN) texture
described as follows. The CGN texture is created from an
image of a 2D random Gaussian signal by replacing all values
which are out of a predefined interval, denoted as clipping
interval, by the interval boundary. In the case where the value
of a pixel of an image is an integer encoded by 8 bits, its value
varies from O to 255. A 2D random Gaussian signal, which is
quantized to be an integer signal, takes its values over all the
set of integers. By defining the clipping interval as [0, 255],
the texture is created by replacing all the values which are
higher than 255 by 255, and all the ones which are smaller
than O by 0. The replacement creates an artificial clipping
effect, which produces a texture saturated in the bright-rank or
the dark-rank or both depending on the parameters configur-
ing the random signal. In this condition, we can characterize
the CGN texture by the mean u and the standard deviation
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o of the Gaussian random signal. Let denote T, , as the
obtained texture. Figure 2 gives an illustration of the CGN
texture; the texture presented in the figure is T200,70.

In order to take in account the effect of the choice of the
clipping interval, it is proposed to scale the previous signal by
a factor € and centered it around a value wtg. So that, the final
numeric definition of the proposed texture should be given as
follows:

Iy = o + E(TM,U - E(T,u,a)) 2)

where E(.) denotes the average operation.

In this work, we opted to substitute only the white back-
ground of the code by the proposed texture. The black mod-
ules are still black. Hence, the authenticity of the W-QR
codes is decided from only the textured background. A set
of preprocessing operations are needed to separate the two
regions. In the context of this paper, we will not detail
these operations. Figure 3 illustrates different versions of the
proposed W-QR codes.

IV. STATISTICAL MODEL
Let divide an image into non-overlapping blocks and study
each one in the frequency domain. In our work, the Discrete
Cosine Transform (DCT) is employed to transform spatial
images into a frequency presentation. We plan to work with
JPEG format images. Since the JPEG compression algorithm
is processed over 8 x 8 non-overlapping blocks, to assure
the independence between the blocks; the size 8 x 8 block-
size is opted in our study. Denote Z the set of block index
and z; ieZands € {1,2, -, 64}, the s—th DCT coefficient
of the i-th block. Denote Z; = {z'|i € Z}, the set of DCT
coefficients within the s-th subband of all considered blocks.
Prior researches [32], [33] proved that the DCT coeffi-
cients within a subband can be considered as a sample of an
independently and identically distributed (i.i.d) random vari-
able. For printed W-QR images, the texture-embedded zone
contains statistically the same information in their original
digital version. They also passed through the same printing

FIGURE 2. The digital version of CGN texture (right) and its histogram (left).
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FIGURE 3. Different versions of W-QR (left to right): numeric version,
printed genuine one, fake one created by printing the scanned version of
the second one.

and acquisition process, which are assumed to be stable. The
distortions caused by these processes are then probably simi-
lar between images. Consequently, the statistical behavior of
these images in frequency domain should be similar, so that,
in the DCT domain, the coefficients within a given subband
should follow the same distribution for all images.

Falsified printed W-QR images, which were for example
created by scanning genuine printed W-QR and then reprint-
ing, should be affected by several distortions, that make them
different from images of the genuine one. This difference
can be observed in the frequency domain. By studying the
statistical behavior of DCT coefficients, we can manage to
detect falsified W-QR codes from genuine ones. Studying
directly the distribution of DCT coefficients may be difficult.
Under the assumption that Z is a sample of an i.i.d random
variable, it is proposed to use the Variance Model presented
in the Appendix to simplify our study.

Considering a given subband s, let devide Z into non-
overlapping N-length subsets. Without lost of generality,
the subband index will be omitted. For each element z;, i € Z,
of Z, let define x; as follows:

xi = (z — 2) 3)

where 7 is the mean of the subset which contains z;. Denote
Xy = {x;,i € T}, assuming that Z; is i.i.d, Theorem 6 gives
us that:

-1
N
where oy is the standard deviation of Z;.

1 N—1,
X, — (3.2 od) )

V. IMAGE TEXTURE IDENTIFICATION SOLUTION

In the DCT domain, we have in total one DC subband and
63 AC subbands. The difference between genuine and falsi-
fied images is more significant in the low-level AC subbands.
We may opt to exploit the subbands where the difference is
the most significant to build a detector using the hypothesis
testing framework. One-subband-sample-based detectors are
proposed in detail in section V-A. We can also accumulate
the difference from a sample of more than one subbands.
Section V-B proposes a strategy to combine the statistics from
these samples to build a detector.

A. ONE-SUBBAND-SAMPLE-BASED (0OSSB) DETECTOR

For a given subband s, it is proposed to exploit the set X,
considered also by X = {x;,i € Z} in this case by omitting
the index s, to build the detector. Noting that Z; behaves
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differently from images of authentic textures to images of
falsified ones. Hence, following Equation 4, our problem now
is to decide between two hypotheses defined as follows:

Ho : X — I'(a, by)

%)
Hi:X — I'(a, by), b1 # by

where a = % The parameter by is known. The parameter
b1 can be known or unknown. In this paper, we focus on
designing a test that allows us to guarantee a prescribed false
alarm probability. Let

Koy = {8 : Py [8(X) = Hil = a0} (6)

be the class of tests with a false alarm probability upper-
bounded by op. Here Py, g stands for the probability of
event E under hypothesis Hy, k € {0, 1}. Assuming that b;
is known, a Likelihood Ratio Test is given. We also proposed
a Generalized Likelihood Ratio Test which covers the lack of
knowledge of b;.

1) LIKELIHOOD RATIO TEST (LRT) FOR TWO

SIMPLE HYPOTHESES

In virtue of the Neyman-Pearson lemma [34], the most pow-
erful test 6 solving the problem 5 is the Likelihood Ratio Test
given by the following decision rule:

Hoif AX) =) jcr Alx) < T

53(X) = ) )
Hiif AX) =) s A =T
where 7 is the solution of the following equation:
Py [AX) = ] = (3)

and A(x;), the log-likelihood ratio of the observation x;,

is given as follows:

L1 =ax log@
Lo(xi) by

where L;(x;),j € {0, 1} is the likelihood function for the

observation x; under hypothesis #;, which is defined as

follows:

A(x;) = log

1 1
+ x; X (% — E) 9

) — a1 Xi
»Cj(xl) F(a)b;’x’ exp( bj)

So that,
by 1 1
AX) = anlog— + (— — —) X; (10)
bi by by ; l
where n is the size of Z. The first term of A(X) is con-
stant, which could be omitted. Let define A1(X) = (% —

b]_1) Y icz Xi- Under hypothesis Hy, k € {0, 1}, by employing
the Central Limit Problem, we have that:

A1 (X) ~ N(mg, vi) (1D
where
p 2L o (12)
mj = na
k k bob1
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5 (b1 — bo)?
Vg = naka (13)
biby
Let define
A1(X) —mg
ANX)= —— (14)
N
the rule 7 can be rewritten as follows:
if A*(X *
5%(X) = Ho 1 X)<r1t (15)

Hyif A*X) > *

where t* is a constant defined mathematically in function of
the prescribed false-alarm probability. The decision threshold
* and the power function Bs+ are given in the following
theorem:

Theorem 1: When b;, j = {0, 1}, are known, to obtain the
prescribed false-alarm probability «, the decision threshold
and the power function of the test §* are given by:

™ =071 —ap) (16)
mo —my + 1*/vo

L=1—d 17

Bs ( NG ) (I7)

where ®(.) and ®~! denote respectively the cumulative dis-
tribution function of the standard Gaussian random variable
and its inverse.

2) GENERALIZED LIKELIHOOD RATIO TEST (GLRT)

When b; is unknown, the problem now is to verify whether
the inspected texture image is to belong to the defined Hy
texture family. By replacing b; in the equation 9 by b,
a consistent estimate of the scale parameter of the Gamma
distribution, we obtain:

R bo 11
Ax)=axlog— +xix(— — %) (18)
b by b
where
~ 1
h=—Yx
— > x (19)
i€l
So that,
A A 1 1
AX) = Z Alxi) = o in — na x log(~ in) +C
i€l i€l i€l
(20

where C = nalog(bgp/a) is a constant which will be omitted
in the following developments. We can rewrite the equation
20 by omitting the constant C as follows:

AX) = b% [X — abolog(X))] 1)

where X is the mean of the sample X, given by:
-1
X = ; le‘
i€
Under hypothesis Hy, k € {0, 1}, by invoking the Central
Limit Theorem, we have that:

X — N(ux. o7) (22)
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where
o = \/Ebk and uy = aby. (23)
n
Let X* = X;—k”k, we have that:
X* — N(©, 1) 24)
and under hypothesis Hy, it follows that:
A n N N n Ok oy
AX)=— [oxX*+ 1k — Lolog(ur) | — — molog(—X*+1)
bo b Mk
(25)
Taylor’s theorem gives that:
2
o 0 o
log(“XX* + 1)~ 2 x* — k()2 (26)
Mk Ik 2
By combining the equations 25, 26 and 23, we obtain that:
~ 1, 2
AX)~ 5 (X" +e)” +di, 27)
where
by — b
= V=", (28)
0
by — bolog(ab 1
dy = naw _ —c,%. (29)
bo 2

Particularly, we have that co = 0. Let define:
AxX) =2 ([\(X) - do) . (30)

Then, under hypothesis Ho we have that A*(X) ~ (X*)2,
which behaves like a chi-square random variable with one
d.f. So that, we have the following theorem:

Theorem 2: Under the hypothesis Ho:

A X) — x*(1). (1)

Following Neyman-Peason lemma, the most powerful test 8
solving 5 is the Generalized Likelihood Ratio Test given by
the following decision rule:

Hoif A*(X) < 7

A . (32)
Hiif A*X)>1

S(X) = [

where, again to ensure $ to be in the class Key, T is the
solution of the equation

Py, (A*00) 2 £) = ag (33)

Theorem 3: The threshold decision 7 and the power func-
tion B; of the test § are given as follows:

T = cb;zl(l — ), (34)
By =1~ @2 (F+2do—d), (35)

where d>_21(.) denotes the inverse cumulative distribution
. { . . .

function of a chi-square random variable with one d.f;

) 2 denotes the cumulative distribution function of a non-

A
central chi-square random variable with one d.f and the

non-centrality parameter A = c%.
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B. MULTIPLE-SUBBANDS-SAMPLE-BASED (MSSB)
DETECTOR

When more than one subband are taken in account in the
decision process, denote Zg,;, the set of interested subbands.
Our goal is now to decide between two hypotheses defined
for Vj € Iy, as follows:

Ho : X; — T'(a, by)

(36)
Hy: Xj — I'(a, bjl), bjl + bj()
Let denote Xj = {x;;, i € Z}, we have that:
P(X; vjez, [ HO) = [ [ [PCsilHo) (37)

Jj€Lgup i€

where k € {0, 1}. The log-likelihood ratio is then defined as
follows:

IP()(jvvjeth |H 1 )

M) =80 ez
s sub

So that,

AXjvjez,) = Y D AjC) (39)
jEIsuh i€l
where
Pxji|H1)

Ai(xy) = log—————. 40
(i) gP(XﬁIHO) (40)

1) LRT FOR MULTIPLE SUBBANDS
In the case where we know bj1, Vj € Zyp, from the equations
10 and 39, we obtain:

1 1
A(Xj,VjeImb) =C+ Z (b_ - b_> iji 41
jez-.mh /0 g i€

where C is a constant. For j € Zg,3,, k € {0, 1}, and n the size
of Z, denote:

mj; = nabj ————, (42)
g % bioby,
(bj1 — bjo)*
Vik = nab/2k ! 3 2" (43)
iobii

We have demonstrated in the previous section (ref. eq.11) that
under hypothesis Hy, we have:

1 1
<— - —> > xji ~ Nmje. vje)- (44)
bj bj ! i€l
Hence, under H:
AX; vieT,) ~ Nmi, vp). (45)

where my = C + Zjele(’ijk, an)d Vk = D ie1,, Vik- Let

. i,V —m .. .
define A*(X; vjez,,,) = %, the decision rule is
now exactly the same as defined in the equation 15. The

theorem 1 is also verified in this case.
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2) GLRT FOR MULTIPLE SUBBANDS
In this case, bj1, j € Ly, are unknown. An estimation of bj
can be obtained from the sample as follows:

~ 1
b = — "
i =— > i (46)
iel

By replacing b;; by their consistent estimates 13j1 in the equa-
tion 39, we obtain an estimate of A(X; vjez,,,) as follows:

N n .- _
AXvjer,y) = C+ Y o [X — abplogXp]  47)
jEIsub ]0
where C is a constant which will be omitted in the next
developments, and

- 1
Xj = ; ij,-.

i€l
For k € {0, 1}, denote that:

Xj — Wik
Ojk

Xr =

; (48)

where wjx = abj, and o = /7 bjk. Like in the equation 24,

we obtain:

Xf ~ N0, 1) (49)

From the equations 47 and 48, by the same argument as given
in the previous section to obtain the equation 27, we have:

Az~ ¥ 5 (% +a) + X die 60

jeIxub jeZvub

where cj; and dj; are constant defined as follows:

b — bj
Cjk = JnaE—L, (€28
bjo
by — bjolog(abjy) 1
di = na% - Ec}k. (52)

Note that ¢cjo = 0, Vj € L. Let denote:

A Xivjezo) =2 | A vjez) — Y do| (53
jeL'ub

then
~ 2
AMGyer) ~ Y (%) (54)
jEIxub

We can manage to obtain the following theorem.
Theorem 4: Under the hypothesis Hg, Let denote N; the
size of Zg,;, we have:

A* (X vjez,) = X WN). (55)
Following Neyman-Pearson lemma, the decision rule is then
defined as follows
Ho if A* (X vjez,,,) < T

E Ak T (56)
Hiif A*(Xjvjez,,,) = T

8(X; vjeT,m) =

VOLUME 7, 2019
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where, in order to ensure that § is in the class Ky, T is the
solution of the following equation:

Pry (A" (X ez,) = 7) = . (57)

Theorem 5: The threshold decision 7 and the power func-
tion B; of the test & are given as follows:

=0, (- a), (58)
XNS

fr=1-0, [7+2 d do—dn|. (69

j € qub

where d>_21 (.) denotes the inverse cumulative distribution

function c[)viS a chi-square random variable with N; d.f;
P 3., denotes the cumulative distribution function of a non-
central chi-square random variable with N d.f and the non-
centrality parameter A =} ;.7 cjzl.

VI. NUMERICAL EXPERIMENTS

The construction of a real images database consumes too
much time, especially in the case of our study, where we need
a large number of images to validate the detectors proposed
in the previous section. Therefore, we decided to test the pro-
posed detectors first on a simulated database. The proposed
detectors were first validated by simulated data which satisfy
the given hypothesis, see section VI-A. In the section VI-B,
we tested the proposed detectors on simulated images. The
section VI-C gives the classification results of our detectors
on a small real image database.

A. DETECTOR VALIDATION

In order to make sure that the construction of our detectors
is correct, we test these detectors on simulated data, where
we know exactly all the parameters of the tests. We generate
20000 data samples, one half for H hypothesis and the other
half for H; hypothesis. Each data sample is composed by
64 Gamma random variable subsamples. These Gamma ran-
dom variables are characterized by a shape constant of 1/2,
and by a scale constant by, where j € {1, .., 64} denotes
the subsample index, and k € {0, 1} denotes the hypothesis
index. The set of {by} is estimated from simulated images
used in the section VI-B. Without the loss of generality,
we took the first subsample to build the OSSB detectors.
All the 64 subsamples were taken to build the MSSB detec-
tors. Figure 4 gives a comparison between the empirical
and theoretical distributions of the statistics proposed in the
OSSB detectors, and a performance comparison between
these detectors. Each empirical curve is well fitted by its
theoretical counterpart. There is some loss of detection power
observed in the case of the GLRT detector in comparison to
the LRT detector. The lack of prior knowledge about the
hypothesis is the main cause of this detection power loss.
We also obtained the same results for the MSSB detectors.
Theses detectors outperform their OSSB-version counterpart.
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FIGURE 4. (a),(b) - Empirical and theoretical distributions of the statistics
proposed in the OSSB detectors, and (c) - the performance comparison
between these detectors.

B. CLASSIFICATION OF SIMULATED IMAGES
Print & Scan process introduces many kinds of distor-
tions [35]. To produce simulated images, we have to mimic
digitally the Print & Scan process, which is very compli-
cated to model. There is no work in the literature which
provides a complete model of the whole process. We sep-
arate the P&S process into two successive ones: the print-
ing one and the acquisition one. The acquisition process is
simply simulated by adding into images acquisition noise,
which follows the heteroscedastic noise model proposed by
T. H. Thai et al. in [36], [37]. The model provided for RAW
images is employed for the sake of simplicity. This model is
characterized by a couple of parameters (a, b), which models
the linear relation between the variance and the expectation of
image noise. The printing process involves many complicated
digital and physical operations. To obtain a precise simula-
tion of the process, it has to study each of these operations.
We don’t have the ambition to simulate the whole process
because it is out of our expertise. In this study, by the limit
of our knowledge, we tried only to produce some identified
distortions in original images to obtain their simulated printed
version. These operations are introduced in the Figure 5 and
in the next paragraphs.

The proposed simulation of the printing process starts by
scaling the initial digital image. In fact, due to the different
nature of images in the digital and physical spaces, the image
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FIGURE 5. Proposed simulation of the printing process.

must be resampled to be adapted with the printer’s resolution.
After that, because that printers, especially Laser or Ink-jet
models, can only print out black dots, the image to be printed
has to be processed by a reprographic technique (i.e., half-
toning, dithering) before being physically processed. The
reprographic operation permits to transforms a gray image
into another presentation, which consists only of black pat-
terns. Furthermore, other unidentified distortions may be
introduced during the digital operations of the printing pro-
cess, such as quantification errors, rounding errors, etc. In our
simulation scheme, we assumed that these distortions can be
modeled by a zero-mean Gaussian noise. There are also dis-
tortions introduced during the physical operations. For Ink-jet
printing technique, ink drops are physical objects. When they
are projected onto paper, they transform into 2D dots with
bigger radius. There would be some superposition between
nearby dots. We can use a blurring process (i.e., 2D median or
Gaussian filter) to simulate this physical effect. Furthermore,
printing paper is not uniform. Physical micro-textures of the
paper will affect the appearance of the final printed image.
In our simulation, to take into account this deformation, some
specific texture extracted from an image of a piece of real
paper, is embedded into the simulated image. Real printed
images are on physical support (i.e., paper). When we take
a photo of a real object by a digital camera, photons emitted
from the object would be projected onto the photovoltaic cells
of the camera sensor. In function of the number of photons
received, these cells will produce an electrical signal, which
will be converted after that by a Analog/Digital Converter to
produce a very first digital version of the image. Hence, this
version is just a projection of the physical image onto a digital
space. We assume that the camera sensor is ideally positioned
so that the mentioned projection is orthogonal to the sensor
plane. This projected version can be, therefore, considered
as a scaling version of the printed one. The final simulated
image is finally obtained by adding heteroscedastic noise on
the projected image.

In our study, we have to create simulated version of
genuine and falsified images. Figure 6 describes briefly
the construction flowchart of proposed simulated images.
Genuine images go through one P&S process. Meanwhile,
falsified images go through two successive P&S process.
In reality, the first scanning process and the second print-
ing process are driven by counterfeiters to produce falsi-
fied codes from genuine codes. In general, these processes
are not identical to the ones used in the creation of gen-
uine codes. Samples of simulated images are given in the
figure 7.
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FIGURE 6. Construction flowchart for simulated images.
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FIGURE 7. Sample of simulated images.

We generated 2000 simulated images, half of them gen-
uine, other half are falsified. The CGN texture is created in
the configurations given in the following table

TABLE 1. Parameters of CGN textures.

o
0.3137

Ho €
0.7 | 0.3

I
0.7843

The noise models of the main acquisition process and
the counterfeiter’s acquisition process are configured respec-
tively by (ag, by) = (4.5¢ —5,5¢ —7) and (aj, b1) = (7.5¢ —
5, le — 6). For the printing simulation, numerical image is
firstly scaled up by a factor of 2. Then, a dithering algorithm
using unclustered dot screen with 64 gray levels is applied.
After adding some white noise, the image pass through a
Gaussian filter to be blurred. Paper noise is extracted and
embedded into the image after that. Finally, the image is
scaled down by % to obtained the final simulated printed
image.

The difference between simulated genuine and falsified
images is hardly visualized directly. However, in DCT
domain, we can easily observe the discrimination between
them. The figure 8 shows the distribution of DCT coefficients
within the subband (1, 2) under different hypotheses. Similar
results are also obtained for the other DCT subbands.

Both OSSB and MSSB detectors were studied in this sim-
ulation. Without loss of generality, the subband (1, 2) is opted
to build the OSSB detectors. For the MSSB detectors, all
the 64 subbands were used. In all of the cases, we obtained
empirical distributions which were fitted correctly by their
theoretical counterpart, Figure 9. The numerical results show
that our proposed detectors have very high performance. The
MSSB detectors behave better than the OSSB ones.

We also implemented an SVM classificator using the LBP
descriptors as described in [38] to classify simulated images.
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FIGURE 8. Distribution of DCT coefficients of images within subband
(1, 2) under different hypotheses. Each curve represents the DCT
coefficient histogram computed from one image. 100 images of each
hypothesis were used to produce this diagram.

This classificator is used to compare with our proposed detec-
tors. The SVM-LBP detector need to have data from both of
the two hypotheses for training. So that, to be fair, we com-
pare the SVM-LBP detector with our MSSB-LRT one.
Figure 10 gives the classification performance compari-
son between our proposed MSSB detectors and SVM-LBP
one for simulated images of size 64 x 64 and 128 x 128.

057 ——HO0 Empirical
—H1 Empirical
04 T HO Theoretical
(\ | —H1 Theoretical
03
0.2
0.1
0 L
-5 0
A*(X)
05 ——HO Empirical
—H?1 Empirical
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03
0.2
0.1
0 L L L
-10 10 20 30
A (Xjjet..)

In both of the cases, the MSSB-LRT detector outperforms
the SVM-LBP one. In the case of 128 x 128 image
size, the MSSB-LRT detector manages to obtain a perfect
classification.

The proposed WQR code has been also compared with the
2LQR code proposed by Tkachenko et al. [27] in term of
authentication’s performance. The same simulation process
described as above has been applied on 2LQR digital codes to
create simulated images of their authentic and falsified coun-
terparts. Both of the two solutions can authenticate correctly
all simulated images. In order to visualize the difference in
the authentication’s performance of the two solutions, it is
supposed that falsified codes were created by printing the
digital codes using a printing system lightly different from the
one used to create authentic code. In this situation, by testing
also on simulated images, the performance curves of the two
solutions are given in the Figure 11. The proposed solution
outperforms the reference one.

C. CLASSIFICATION OF REAL IMAGES

For real W-QR codes, only blocks situated in the background
are interested. For the sake of simplicity, images without
QR codes are used in this experiment. By using the same

0.6 |
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FIGURE 9. Empirical and theoretical distributions of the different proposed tests statistic introduced in the proposed detectors:
OSSB-LRT (top-left), 0SSB-GRLT (top-right), MSSB-LRT (bottom-left), and MSSB-GLRT (bottom-right).
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FIGURE 10. Classification performance comparison between MSSB
detectors and SVM-LBP one for different sizes of simulated images.
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FIGURE 11. Authentication performance comparison between the
proposed WQR code and Tkachenko et al’s 2LQR code.
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FIGURE 12. Empirical performance of the proposed detectors on real
images database.

configuration as used in the simulation case, we created
900 digital images. These images were then printed out by
a laser printer in 600 dpi on standard A4 papers to form
900 original 3x3-cm printed samples. After that, by scanning
and reprinting each original printed sample, we obtained
900 falsified printed samples.

All the original and falsified printed samples were then
digitized by a iPhone 7 camera at its highest resolution under
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an ISO constant. The distance between the camera and the
printed sample is maintained at a constant value. All the
images are taken under the best focus conditions. They are
cropped to have the size 512 x 512. We took the (1,2)
DCT channel to build the OSSB detectors and the first nine
low-frequency AC channels to build the MSSB detectors.
Figure 12 gives the empirical ROC curves of the proposed
detectors. We manage to classify correctly all images using
the MSSB detectors.

VII. CONCLUSION

In this paper, to use QR codes as an anti-counterfeiting
solution for product labeling, we introduced a watermark-
ing technique to secure them. A security level, which can
prevent the illegal cloning of standard QR codes, is added
by substituting the white background of the codes by a
specific texture. The printing process will affect the visual
behavior of the embedded texture by irreversibly degrading it.
Counterfeiters need to have the digital codes and the same
printing system as the constructor to produce valid secured
codes, which is highly sophisticated. Furthermore, cloning
an existing code by scanning and reprinting will change the
behavior of embedded texture, and can be detected. Then,
by analyzing the embedded texture, we can verify the validity
of the printed QR codes, and by consequence, the genuity
of the related product. We introduced a statistical model to
describe the embedded texture. Basing on the given model,
we proposed different code-cloning attack detectors using the
framework of statistical hypothesis testing. These detectors
were tested on both simulated and real images. We obtained
high detection performances with the proposed detectors.

APPENDIX. VARIANCE MODEL

Theorem 6: Let Z = {z;li € {1, 2, ..., N}}is a sample of
an independently and identically distributed random variable
with the standard deviation o¢. Considering S the estimate of
the sample variance, we have:

1 M
S=~—71 ; S; (60)
where
Si=(zi—2)? 61)

andz = 1 3"V | z;. We have that:

1 N—-1,
Si = T'(5.2=—07) (62)

and
N 202
S —TI(=—, =2 63
—> (2 N) (63)
Note that:

_ 1
G-i=y Z(Zi - z).
J#
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By invoking the Central Limit Theorem, the distribution of
z; — z can be approximated by a normal one. Indeed, we have
that:

E(zi—2) = E(z) —E(@) =0,

[6]

[71

_ N -1 1 N-1,
Var(z; —z7) = Var( N Zi — N sz) = N 05-
JF#Ei [8]
So that,
_ N —1
zi —z— N(O, 00). ©l
N
Leto; =,/ NT710'0, we have that: [10]
7% N (1
o1
and so: [12]
Zi—2
() = x*(D).
[13]
Denote Y = (Z;—:z)z, so we have:
[14]
| ozpo
N-197Y TN

[15]

2
The Moment Generating Function of I%Y is defined as
follows: [16]
2 2 2

() = E@717) = My(- Ty = (1 = 2T
Y N —1 N -1

Molz )2

N—-1

(17]

which is identical to the one of a random variable following

e e . . [18]
a Gamma distribution whose shape factor is % and the scale
. 202 202
U1 — 20 .
factor is NI T In recap, we have: [19]
L om0,
zi—z) = Iz, —).
N—-1" 2" N [20]
By comparing the Moment Generating Function, it gives
that the sum of Gamma random variables which have the [21]
same scale factor is also a Gamma random variable whose
scale factor is identical to the latter and the shape factor is the [22]
sum of all previous shape factors. So that, we have obtained
the given theorem.
[23]
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