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ABSTRACT In the green pepper harvesting robot, the color of green pepper is similar to that of leaves,
which makes it difficult to recognize the green pepper target. In order to solve this problem, a green pepper
recognitionmethod based on least-squares support vectormachine optimized by the improved particle swarm
optimization (IPSO-LSSVM) is proposed in this paper. Firstly, the green pepper images are segmented by
K-Means method under the Lab color space, and the segmentation images of the target and background are
obtained. The processed green pepper image was divided into training and testing samples. Then, the shape
and texture features of green pepper targets are extracted separately from the training sample using the
hu invariant moment and Tamura texture feature. Meanwhile, in order to reduce the complexity of data
calculations and improve the efficiency, the extracted feature vectors are normalized. The feature vector is
used as the input eigenvector of the least-squares support vector machine (LSSVM). The particle swarm
optimization algorithm is used to obtain the optimal regularization parameter and the kernel function width.
In order to maintain the particle activity, the mutation strategy is introduced to improve the particle swarm
optimization algorithm. The experimental results show that the recognition rate of IPSO-LSSVM is higher
than that of other methods, and the recognition accuracy is 89.04%. It could meet the requirements of green
pepper identification.

INDEX TERMS K-means segmentation, feature extraction, PSO, harvesting robot, LSSVM.

I. INTRODUCTION
In the greenhouse environment, the harvesting robot is the
development trend of modern agriculture [1]–[3], and target
recognition is an important step for successful picking. The
speed and accuracy of the target recognition have a great
influence on the working efficiency and time of the robot.
A stable target recognition system allows the robot to work
for a long time, compressing labor costs and increasing pro-
duction efficiency. For green peppers, because the color of
fruits is similar to leaves, it is very difficult to segment and
recognize green pepper only according to its color feature
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compared with the large color difference between the target
and background. Therefore, the development of a good visual
recognition system picking robot has great application value
and practical significance for the development of green pep-
per property.

Robotic crop harvesting and the methods for detecting
crops have been explored by several researchers. Vitzrabin
and Edan [4] proposed an adaptive threshold algorithm based
on sensor fusion to identify sweet peppers. The RGB image
is segmented into a number of rectangular sub-images. Three
thresholds are adaptively calculated and applied for each sub-
image, and the morphological operation is combined with the
depth sensor to reduce the error. Thereby, the detection of
the sweet pepper is realized. However, the algorithm does
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not take the noise problem of the image into account. Bac
et al. [5] proposed a green pepper classifier that is robust to
environmental changes. The green pepper plants were divided
into two parts: soft (leaf and petiole) and hard (stem and
fruit) obstacles. The plant characteristics were obtained by
multi-spectral camera, and then the plants were classified
by the classification regression tree (CART) classifier. Due
to the change of illumination, the different shapes of plant
parts and non-plant objects (support wires, drippers, etc.)
ultimately lead to the low classification performance of the
classifier. McCool et al. [6] proposed a scheme for classi-
fying multispectral image data of green pepper targets using
conditional random field (CRF). The program incorporates
a range of texture features of green pepper, including local
binary pattern (LBP), directional gradient histogram (HOG)
and sparse autoencoder (SAE) features. These features are
entered into the CRF for training, and the target fruit is
finally detected. The method has a high recognition rate for
target green pepper and the false recognition rate is rela-
tively high, and a suitable method has not been found to
reduce the false recognition rate. Kitamura and Oka [7] used
LED lights to illuminate green peppers and converted the
acquired RGB image into HSI color space. The S and I
components are used to identify the reflective areas and to
limit the area near the reflective region. And then carried
out the two value of H, S, I component to complete the
recognition. The green pepper has achieved good results, but
it could not guarantee the recognition accuracy by lighting
and color components. Zhang et al. [8] designed a hybrid
classifier based on a support vector machine classifier of
normalized g component, H and S component in HSV color
space, and a threshold classifier characterized by super green
operator. Although the recognition of the fruit is completed,
it is not perfect in the image processing. It does not fully
consider the problem of noise in the complex background,
and the misclassification problem exists in the classification
of the target. Sun et al. [9] used the fuzzy set theory and
manifold ranking algorithm (FSMR) to identify green apples.
By using fuzzy set theory in HSI color space, enhancing
the original image makes the apple target more prominent.
Select a specific query node to sort the pixels in the whole
image, and finally identify the apple. However, this method
requires further study due to limitations in identifying objects.
He et al. [10] proposed a green litchi recognition method
based on improved LDA classifier. The convolution kernel
of the sample pixel is trained by extracting convolution char-
acteristics. The pixels are classified by integrating multiple
LDA classifiers with Ada Boost method, and litchi is identi-
fied by Hough transform circle detection method. However,
the recognition rate of this method is low and the method
needs to be improved.

In this paper, the green pepper in the greenhouse is taken
as the research object. Firstly, the green pepper images are
segmented by K-Means method under the Lab color space,
and the segmentation images of the target and background
are obtained. The processed green pepper image was divided

into training and testing samples. Then, the extracted shape
and texture features are used as input vectors of the LSSVM.
The particle swarm optimization algorithm is used to obtain
the optimal regularization parameter and the kernel function
width. In order to maintain the particle activity, the muta-
tion strategy is introduced to improve the particle swarm
optimization algorithm. The least-squares support vector
machine is used for recognition. Finally, the effectiveness of
the algorithm is verified.

II. RELATED WORKS
A. VISION SYSTEM SETUP AND IMAGE ACQUISITION
The green pepper image is collected with the UniFly
M088 camera on the harvesting robot, and 100 images are
randomly collected. The image are 640 pixels by 480 pixels.
The computer used for image processing platform is: Intel
(R) Core (TM) i5-3230MCPU@2.60GHz, and 4G memory.
The software platform designed by opencv3.0 is combined in
Visual Studio 2013 to perform simulation verification of the
experiment.

B. IMAGE PROCESSING
The green pepper background is complex and diverse, includ-
ing the background elements (such as branches, fruit stalks,
green leaves and so on) similar to fruit color. The growth
status of green peppers included separation, adjacency, and
the partial shade of the fruit.

Fig. 1 shows the R, G, and B components of the collected
green pepper images. The three curves represent the R, G,
and B components of the pixels at the horizontal black line in
the image [11]. The green component of pepper is very close
to the leaves, which makes it difficult to distinguish in the
process of recognition [12].

The choice of color space often determines the quality of
image segmentation. The common color spaces are RGB,
XYZ, Lab and so on. The RGB color space can represent
most of the colors, but the correlation among each component
is too strong, so it is not suitable for image segmentation
directly [13]. However, the main disadvantage of the XYZ
color space is non-uniformity. In different areas of chromatic-
ity and brightness, the resolution of human is inconsistent.
So the XYZ color space should not be used directly for image
segmentation. The Lab color space has the advantage of
separating color information and making human perception
of brightness linear. Therefore, the RGB image is transformed
into Lab color space for segmentation in this paper [14].

C. IMAGE SEGMENTATION
The green pepper samples in the collected images are not
uniform in color due to the interference of uneven illumina-
tion and noise. The target often presents discontinuities and
irregularities, and ordinary methods are difficult to meet the
requirements [15], [16]. The K-Means algorithm is a cluster-
ing algorithm based on distance measure. Firstly, the initial
clustering centers are determined according to specific rules,

VOLUME 7, 2019 119743



W. Ji et al.: Recognition Method of Green Pepper in Greenhouse

FIGURE 1. R, G and B component polygraphs.

but the initial classification is not necessarily reasonable.
Then, the clustering centers are adjusted according to themin-
imum distance or the least square principle in the group until
the clustering centers are no longer changed. At this time,
the relatively reasonable classification results will be output.
K-Means maintains scalability and efficiency in dealing with
large data. It is more efficient than other algorithms. The K-
Means clustering algorithm takes K as a parameter, which is
to divide the m samples into k different classes, so that the
samples in the class have stronger similarity. The average
difference between clusters is calculated according to the uk .

Ek =
m∑
i

(xik − uk)2 (1)

where xik is the ith sample in the Kth cluster. By iterating,
the sum of squared errors of the aggregated K classes is
minimized. That is, the distance within each class is as small
as possible.

The steps of image segmentation of green pepper based on
K-Means clustering algorithm are as follows in Fig. 2.

The collected green pepper images are converted to Lab
color space, and K-Means clustering is performed by cal-
culating the L, a, and b values of each pixel. Because of
the texture and shape difference of peppers and leaves,

FIGURE 2. Basic steps of K-Means segmentation.

the value of K is 2, which represent peppers and leaves. In this
paper, the Euclidean distance is adopted in the sample dis-
tance, and the minimum distance principle is adopted in the
clustering criterion. The segmentation diagram is shown in
Fig. 3.

Based on the K-Means method, the image is divided
into two parts of green pepper and leaves. However, during
the segmentation process, there will be noise in the image.
According to the basic morphological characteristics of green
pepper, the segmented image is opened and closed by using
a 5×5 element matrix to remove part of the noise [17]. It can
be seen from the figure that the segmentation result is well,
reaching the expectation, which is convenient for the next step
of recognition processing.

D. IMAGE FEATURE EXTRACTION
The choice of features is crucial for the extraction of tar-
gets [18]. The typical characteristics can effectively represent
the target. The quality of the extracted features is directly
related to the accuracy of the recognition. In this paper,
the shape features can intuitively distinguish different targets.
The Hu invariant moments have translation, rotation and
scaling invariant, which can better express the characteristics
of the target. Texture features describe the surface properties
of the target corresponding to the image area. Texture feature
is different from color feature, it is not based on pixel feature.
Texture features require statistical calculations in regions that
contain multiple pixels. It will contain more target details
after combining shape features with texture features. So that
the image can be recognized accurately [19].

1) SHAPE FEATURE EXTRACTION
Green pepper and leaves are similar in color, so the recogni-
tion by color characteristics cannot ensure the accuracy [20].
In this section, the shape feature is extracted. According to the
characteristics of the segmentation image, the shape feature
of the image is extracted by the Hu-invariant moment method,
which is translation, rotation and scaling invariant [21].
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FIGURE 3. K-Means segmentation results of green pepper images.

Hu-invariant moment is used to extract shape features from
target connected regions. A pixel on the connected region is
(x, y), and the corresponding gray value is f (x, y). Then the
(p + q) order moment of the whole connected region is:

mpq =
∑
x

∑
y

f (x, y)xpyq (2)

The image of centroid coordinates are:

x0 =m10 /moo, y0 =mol/moo (3)

The center distance is calculated as follows:

µpq =
∑
x

∑
y

(x − x0)p (y− y0)q f (x, y) (4)

From the above equation, the center moment is position
independent and translation invariant. In order to make the
center moment also have scale and rotation invariant, we need
to normalize the Hu-invariant moment, denoted as ηpq.

ηpq =
µpq

µ
1+(p+q)/2
00

(p+ q = 2, 3, 4 . . . ) (5)

Therefore, Hu-invariant moments can be obtained as
follows:

a1 = η02 + η20
a2 = (η20 − η02)2 + 4η211
a3 = (η30 − 3η12)2 + (3η21 − η13)2

a4 = (η30 + η12)2 + (η21 + η03)2

a5 = (η30−3η12) (η30+η12)
[
(η30+η12)

2
−3 (η21+η03)2

]
+(3η21−η03) (η21+η03)

[
3 (η30+η21)2−(η21+η03)2

]
a6 = (η20−η02)

[
(η30+η12)

2
−(η21+η03)

2
]

+4η11 (η30+η12) (η21+η03)

a7 = (3η21−η03) (η10+η12)
[
(η30+η12)

2
−3 (η21+η03)2

]
+(3η12−η30)(η21+η03)

[
3 (η30+η12)2−(η21+η133)2

]
(6)

The Hu-invariant moment eigenvalues of five target
regions and leaves are selected arbitrarily. As can be seen
from Fig. 4, the whole moments of invariant moments show a

decreasing trend. At the same time, there is a significant dif-
ference in the moment invariants between green peppers and
leaves. Therefore, it is feasible to obtain the shape features of
the target by using invariant moments.

2) TEXTURE FEATURE EXTRACTION
The texture feature is a visual feature that reflects the
homogeneity of the image without relying on color and
brightness [22]. It can express the local pattern and intrinsic
characteristics of the image. Including the arrangement of
the surface structure of the object and important information
related to the surrounding environment. The Tamura texture
feature is a well-proven algorithm for texture metrics. It is
more intuitive than the grayscale co-occurrence matrix, and
it has more visual effects. In general, the three components
of coarseness, contrast, and directionality have important
applications in image recognition [23], [24].

Coarseness reflects a quantity of grain in the texture.
Firstly, we need to calculate the average gray value of the
pixels in the active area of the 2k ×2k pixel size in the image.

Ak (x, y) =
x+2k−1−1∑
i=x−2k−1

2k−1−1∑
j=y−2k−1

g(i, j)/22k (7)

where k = 0, 1, 2 . . . 5, g(i, j) is the pixel gray value at (i, j).
The average gray values of the 2k × 2k pixels in the

horizontal and vertical directions are calculated respectively.

Ek,h(x, y) =
∣∣∣Ak (x + 2k−1, y

)
− Ak

(
x − 2k−1, y

)∣∣∣
Ek,y(x, y) =

∣∣∣Ak (x, y+ 2k−1
)
− Ak

(
x, y− 2k−1

)∣∣∣ (8)

From the above equation, each pixel will get a group E
values, and the best size of each pixel will be Sbest (x, y) =
2k .The coarseness of this image is obtained by averaging the
Sbest of the entire image pixel.

Fcrs =
1

m× n

m∑
i=1

n∑
j=1

Sbest (i, j) (9)

Contrast is the level description of the luminance between
the brightest and darkest regions in the image. The greater
the difference between objects, the greater the contrast. The
contrast is defined by α4 = µ4/σ

4, where µ4 is the fourth
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FIGURE 4. Hu-invariant moment image.

moment and σ 2 is the variance. The formula for measuring
contrast is as follows:

Fcon =
σ

α
1/4
4

(10)

The value can express the global variable of the contrast in
the entire image.

Directionality describes the distribution or concentration in
certain directions through the global characteristics of texture
regions. The degree of direction is calculate the gradient
vector at each pixel [25].

Divide the angle of 0 ∼ π into 16 parts. The maximum
value of each interval is identified as ϕ. A function n =
HD(ϕ) describing the distribution of θ angles in an image
is created. The dependent variable is the number of gradient
vectors in every bisection interval. The independent variable
ϕp is the amount that gives the maximum value to the function
n. The directivity of the image is obtained by calculating the
sharpness of the peak value in the histogram of θ .

Fdir =
np∑
p

∑
ϕ∈wp

(ϕ − ϕp)2HD(ϕ) (11)

where p is the peak value and np is all the peaks in the
histogram. wp is all the discrete regions included in the peak
p, and ϕp is the center of the peak.

For randomly selecting five green pepper images,
the coarseness, contrast and directionality of green pepper
and leaves are simulated. The results are shown in Fig. 5.

It can be seen from Fig. 5 that green peppers and leaves
have significant differences in coarseness, contrast and direc-
tionality. Therefore, it is effective for the texture features of
the classifier to select these three feature vectors.

E. DATA NORMALIZATION
The acquired shape and texture features data have different
dimensions and magnitudes. Therefore, it is necessary to
convert data to ensure the effective use of data to achieve
accurate identification. The original data matrix is converted
to a new row or column of elements that do not rely on the
dimension and magnitude in accordance with some rules of
operation [26].

The initial sample size of the data is n and the feature vector
is m.

A =


a11 a12 · · · a1 m
a21 a22 · · · a2 m
· · · · · · · · · · · ·

an1 an2 · · · anm


n×m

(12)

There is a variety of data transformation methods for the
unified dimension and magnitude of the feature of each col-
umn. This paper adopts the data normalization process:

xij =
xij − x j

max
(
xj
)
−min

(
xj
) (13)

where xj =
n∑
i=1

xij, i =1, 2. . .n, j =1, 2. . .m.

The average value of each element in a column is cal-
culated, and the numerator is the original element subtracts
the average value. At the same time, the denominator is the
maximum value in the column subtracts the minimum value,
and the normalized data range is [−1, 1].

III. RECOGNITION METHOD
The seven shapes and three texture eigenvalues were obtained
according to the shape and texture features of the target con-
nection region, and the data was normalized. The segmented
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FIGURE 5. Texture feature results.

image was divided into training and testing samples in order
to accurately identify the green pepper in the image. Then
the least-squares support vector machine based on improved
particle swarm optimization was used to train the features of
training samples, and the recognition algorithmwas obtained.
Finally, the testing sample were identified and verified, and
the results were analyzed.

A. THE LEAST-SQUARES SUPPORT VECTOR MACHINE
In this paper, the texture and shape vectors are extracted for
training the SVM classifier. The SVM maps input samples
from low-dimensional to high-dimensional feature space by
using the non-linear mapping function [27], [28]. The SVM
constructs the optimal classification plane to solve the lin-
ear inseparability problem of the original space in the high
dimensional feature space [29]. However, the data cannot be
separated by a hyperplane because texture vector data is linear
non-separable data [30]. Therefore, the problem is solved
by following the principle of minimizing structural risks.
The regularization parameter (γ ) describes the generalization
ability of the function. At the same time, the kernel function is
adopted to transform the data nonlinearly to higher dimension
in which the hyperplane is found to separate the data. In this
experiment, the Gaussian kernel is adopted.

k(x, xi) = exp[−
‖x − xi‖2

2σ 2 ] (14)

where k is the kernel function, x and xi are vectors of training
data, σ is the width of the kernel function [31].

According to the working principle of LSSVM, the kernel
function width (σ ) and the regularization parameter (γ ) deter-
mine the learning and generalization capabilities. The value
of the kernel function width has an effect on the distribution
complexity of the sample in the feature space. When the

value of the kernel function width increases, the samples are
correctly classified. But the value of the kernel function width
is too large, it will cause over fitting and weaken the gener-
alization ability. If the regularization parameter is too small,
it will be increased the fitting error. Therefore, the value of
the kernel function width and the regularization parameter
will have a direct impact on the performance of the LSSVM
classification algorithm. At the same time, two parameters are
selected to get the best combination of parameters.

B. IMPROVED LSSVM PARAMETERS OPTIMIZED BY
PARTICLE SWARM OPTIMIZATION
In support vector machine, the main factors that affect
the result are regularization parameter and kernel function
width [32]. In this section, PSO consists of a swarm of
particles that search for the best position with respect to
the corresponding best solution for an optimization problem
in the virtual search space [33]. The optimal solution of
two parameters is found by improving the ability of global
optimization of particle swarm optimization, and the best
classification results are achieved by solving the best hyper
plane [34]. The optimized method does not improve the
quality of the solution after repeated iterations of particles.
The current position of the particles has changed, so it does
not need to fall into the local optimal solution [35], [36]. The
flow chart of the IPSO-LSSVM is shown in Fig.6. And the
detailed description is as follow:

1. The continuous values of regularization parameters and
kernel function widths are represented by two-dimensional
particle coded individuals.

2. Initialize the population randomly and specify parame-
ters. Such as the ceiling,minimum, initial velocity, population
size and number of iterations.
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FIGURE 6. The flow chart of the IPSO-LSSVM algorithm.

3. The LS-SVM model is trained by the feature set of
step 2.

4. In general, when theACCvalue is large, the performance
of the classifier is better. When the number of support vectors
is small, the generalization ability of the SVM is strong.
Considering the design of their objective function, the fitness
value is calculated according to the objective function.

f1 =

K∑
i=1

Test_Accuracyi

K

f2 = (1−
nsv
m

)

f = α × f1 + β × f2

(15)

where f1 denotes the classification accuracy value of the
LS-SVM classification model. In f2, nsv and m denote the
number of support vectors and the total number of samples
in the training sample. The objective function is to weight
the sum of two sub-goals. For the function f , α denotes the
weight of the LS-SVM model accuracy and β is the weight
of the LS-SVM number. Represent α and β as follows.

α = (α1 − α2)
t

tmax
+ α2

β = (β1 − β2)
t

tmax
+ β2 (16)

where α and β satisfy α1 + β1 = 1 and α2 + β2 = 1. After
obtaining the fitness value, the global optimal fitness value
is set to gfit and the individual optimal fitness value is set to
pfit . The position of the global optimal particle is set to gbest
and the position of the individual’s history is set to pbest .
5. The number of iterations was increased.
6. The number of populations was increased. The position

and velocity of γ and σ for each particle will be updated
simultaneously.

7. In order to improve the performance of particle swarm
algorithm, a mutation strategy was introduced to improve
it.

If(count(gbest) ≥ 5)

then gbest = 0;
n∑
i=1

fti = 0. (17)

where the function of count indicates that the gbest value
remains unchanged for several times, and fti represents
the selected feature number. The entire strategy represents
that if the gbest value remains unchanged for five con-
secutive times, it is considered to be trapped in a local
extremum.

The LS-SVM model is trained by the feature of step 6 and
then calculate the fitness value of each particle.

8. The current fitness value with pfit in memory were
compared to update the individual optimal fitness value and
position. If the fitness value is smaller than that in memory,
the pfit and the pbest in the record are kept. Otherwise,
the two are replaced by the fitness values and the position
of the particles at this time.

9. If the number of particles is equal to the maximum
size, the steps will continue. Otherwise, the step will go to
step 6.

10. If the best pfit is smaller than the gfit in the
history record store, it will keep the global optimal fit-
ness value gfit and the global optimal fitness value
gbest . Otherwise, it will be replaced with historical record
values.

11. If the number of iterations reaches the limit, it will
continue to execute. Otherwise, the step will jump to step 5 to
continue the iteration.

12. The optimal parameter regularization parameters and
the kernel function width were obtained from the global
optimal position.
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FIGURE 7. The flow chart of green pepper recognition algorithm.

C. GREEN PEPPER RECOGNITION PROCESS BASED ON
IPSO-LSSVM
The algorithm of green pepper recognition is divided into
the following steps. Firstly, we need to divide the image by
K-Means method, and extract the shape and texture feature
after the denoising [37]. Then we construct the training sam-
ple and using the training data to select the least squares sup-
port vector machine parameters. In the end, the LSSVM with
superior performance is obtained by analyzing the operation
parameter selection method of LSSVM. The flow chart of
green pepper recognition algorithm is shown in Fig. 7.

IV. RESULTS AND ANALYSIS
A. SEGMENTATION RESULTS
The K-means image segmentation was perfomed on
100 green pepper images, and the effective connected regions
were preserved after filtering and denoising. Fig. 8 enumer-
ates the connected region graph after image processing.

The processed of green pepper graph in Fig. 8 was col-
ored, which largely preserved the detail information. Because
of studying the recognition of the near-color targets, the
K-Means method was used to segment the target and back-
ground, which effectively described the characteristics of
green pepper samples.

B. FEATURE EXTRACTION RESULTS
The shape and texture features are extracted respectively from
the connected regions of the 100 processed images. Each set
of data contains seven shape and three texture eigenvalues.

FIGURE 8. The segmentation image of green pepper.

We list 10 sets of eigenvalues of the corresponding samples,
as shown in Table 1.

C. ALGORITHM TRAINING RESULTS
The extracted shape and texture feature vectors are used
as the feature vectors to be input. The PSO-LSSVM and
IPSO-LSSVM are compared to verify the effectiveness of the
improved particle swarm optimization based support vector
machine model. In the experiment, the parameters C1 and C2
of PSO algorithm are set to 1.6 and 1.8 respectively.
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TABLE 1. The eigenvalues of 10 groups of green pepper images.

FIGURE 9. The recognition accuracy of PSO-LSSVM varies with the number of iterations.
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FIGURE 10. The recognition accuracy of IPSO-LSSVM varies with the number of iterations.

In the experiment, the performance of PSO-LSSVM is
compared with IPSO-LSSVM. Fig. 9 is the process of the
PSO-LSSVM recognition accuracy in the quadruple folding
data in the 10-fold cross-validation (an algorithm for testing
algorithm accuracy). From the figure, it can be observed
that the number of iterations need to obtain the best fit-
ness value on the data PSO-LSSVM algorithm is generally
within 20 times, after which the accuracy no longer changes
until the end of the iteration. This shows that the PSO can
quickly converge to the optimal solution, so that the LSSVM
obtains the optimal parameters so as to obtain the best recog-
nition accuracy.

Fig. 10 is the process of the IPSO-LSSVM recognition
accuracy in the quadruple folding data in the 10-fold cross-
validation. It can be seen from the figure that the number
of iterations required to obtain the best fitness value on the
IPSO-LSSVM algorithm is generally around 10 times, and
then the accuracy no longer changes until the end of the
iteration.

Compared with Fig. 9, it can be seen in Fig. 10 that
the IPSO can get higher solution and converges faster than the
PSO algorithm. This shows that in order to maintain the par-
ticle activity, the method of mutation operation to the particle
can prevent the particle from falling into the local optimal
solution. The least squares support vector machine can obtain
the best parameter, thus the higher recognition accuracy can
be acquired.

V. RECOGNITION RESULTS
Four algorithms are tested using 40 of the 100 green pepper
pictures according to the correct detection rate, error recogni-
tion rate, leakage recognition rate and the average recognition
time. Table 2 shows that the recognition results between
four different algorithms. The experimental results show that
the accuracy of the PSO-LSSVM can reach 82.2%. The
accuracy of the IPSO-LSSVM can reach 89.04%, which is
higher than 80.8% of CRF and 58.9% of CART respectively.
It shows that this method is the most accurate in green pepper
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TABLE 2. The recognition results of green pepper by different algorithms.

FIGURE 11. The recognition image of green pepper.

recognition and can obtain higher precision. For the average
recognition time, the PSO-LSSVM algorithm is 385ms. The
average recognition time of the IPSO-LSSVM algorithm is
320ms, which is lower than 260ms of CRF algorithm, but
higher than 685ms of CART. However, the image acquisition
does not need to be refreshed frequently in the process of
harvesting, so the algorithm can basically meet the actual
requirements.

It is obvious that the success rate of IPSO-LSSVM recog-
nition is higher than that of PSO-LSSVM, CART and CRF.
The error recognition rate and the leakage recognition rate
are also lower than other three methods, which fully proves
that the IPSO-LSSVM has better superiority. It can meet the
requirements of accurate and efficient by the green pepper
harvesting robot.

Fig. 11 shows that the recognition results of green pepper
images using proposed method. It can be seen that green
pepper is well detected. However, some similar leaves and
obscured green peppers to be mistaken and missed, then fur-
ther research and improvement of this algorithm are needed.

VI. CONCLUSION
In this paper, according to the difficulty of green pep-
per recognition in near-color background, we propose an

image recognition method based on improved particle swarm
optimization (IPSO) least squares support vector machine
(LSSVM). Based on the LSSVM for image recognition
of green pepper. Firstly, the image of green pepper was
acquired by UniFly M088 camera and image segmentation
was performed by K-means algorithm, then the segmentation
image was filtered. The processed green pepper image was
divided into training and testing samples. Then, the extracted
shape and texture features are used as input vectors of the
LSSVM. The particle swarm optimization algorithm is used
to obtain the optimal regularization parameter and the kernel
function width. In order to maintain the particle activity,
the mutation strategy is introduced to improve the parti-
cle swarm optimization algorithm. The experimental results
show that the green pepper recognition model is obtained
by the least squares support vector machine by improved
particle swarm optimization algorithm. The training model
is used to test the testing samples. The recognition rate of
green pepper is 89.04%, and the average recognition time
is 320ms. It meets the requirements of accuracy and time
efficiency of harvesting robot for greenhouse green pepper
recognizing. However, due to the high rate of leak recogni-
tion, the correct recognition rate of green pepper needs to be
improved.
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