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ABSTRACT Maximum power point tracking (MPPT) is essential in Photovoltaic (PV) systems, which
has drawn significant research effort in the past. The operation is to adjust the power interfaces so that
the operating characteristics of the consumption and the PV generator match at the ideal level in term of
generation. A comprehensive review is essential to help readers understand the latest developments and
inform research directions. Unlike the other review papers, this paper focuses on the operational principles
of MPPT methods. Therefore, a different review angle is presented in this paper to provide a clear image of
the technology of MPPT.

INDEX TERMS Photovoltaic (PV) system, maximum power point tracking (MPPT), review.

I. INTRODUCTION
Among renewable energies, solar Photovoltaic (PV) gen-
eration increases significantly in the past. According
to European Photovoltaic Industry Association (EPIA),
98 GW of Photovoltaic (PV) capacity was installed globally
in 2017 [1]. Besides, PV alone experienced more net power
generating capacity added than coal, natural gas and nuclear
combined [1]. However, the government policy and subsidies
are still themajormotivation for the PV development [2]. Fur-
thermore, unlike the fossil fuels energies, the output power
of the PV system are various and dependent on different
working conditions.

The electrical characteristics of a PV module under differ-
ent weather conditions are plotted in FIGURE 1. The I-V and
P-V curves show the maximum power point (MPP), which
represents the maximum power output that can be extracted
from the PV generator under certain environmental condi-
tions [3]. Therefore, maximum power point tracking (MPPT)
becomes essential for PV power applications.

Excessive number of review papers on MPPT methods
have been reported in recent years [4]–[11]. However, only
the generalized overview and the key findings of these
methods are reviewed and compared, such as cost, efficiency,
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FIGURE 1. PV characteristics under different weather conditions.

complexity, hardware dependency and so on. The operational
principles of thesemethods are not comprehensively explored
and discussed. Actually, many so called ‘‘improved’’ or
‘‘enhanced’’ methods are originated from the conventional
ones. Furthermore, the relevance and evolution among the
MPPT methods are generally ignored. The exploration on
how tomodify the conventional methods beingmore effective
and efficient is more interested by researchers and engineers
working in PV-based power systems.

In this paper, the MPPT methods are reviewed in a differ-
ent angle. Firstly, the scope of reviewed MPPT methods is
defined. Then, the operational principles of the typical MPPT
methods are reviewed, classified and analyzed in details.
The relevance and evolution among MPPT methods are also
discussed and explored. Finally, the reviewedMPPTmethods
will be summarized and possible improvement suggestions
are also given.
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FIGURE 2. Different MPPT implementations. (a) PV-side sensors. (b) Output sensors. (c) Additional
solar irradiance and/or temperature sensors. (d) Additional inductor current sensors.
(e) Thermography camera.

II. INTRODUCTION OF PV SYSTEMS
A. MPPT IMPLEMENTATIONS
Based on the locations of sensors and the type of sensors,
there are five different MPPT implementations, as shown in
FIGURE 2. FIGURE 2 (a) shows the most common imple-
mentation where the PV-side current sensor and/or voltage
sensor are required. It should be noted that the majority
of available MPPT methods are based on this implementa-
tion [4]. By contrast, the output voltage sensor and/or current
sensor can be also used to realise the MPPT, as shown in
FIGURE 2 (b). However, this kind of implementation cannot
guarantee the true MPPT [4].

Additional sensors are also used in some MPPT imple-
mentations. As shown in FIGURE 2 (c), the solar irradi-
ance and/or temperature are measured and sent to the MPPT
controller. Generally, only the model-based methods require
this implementation [12]. Besides, sliding mode (SM) control
requires to measure the inductor current [13], as shown in
FIGURE 2 (d). In recent years, the thermography-based vir-
tual MPPT is proposed in [14] where a thermography camera
is used to assist the MPPT, as shown in FIGURE 2 (e).
Although the effectiveness of these implementations with
additional sensors are validated, the cost and complexity of
them are generally high due to more sensors used.

As aforementioned discussion, the MPPT implementation
with the PV-side sensors is themost genericMPTT algorithm.

FIGURE 3. I-V curve of the PV characteristics.

Therefore, only the MPPT methods based on this implemen-
tation are studied in this paper.

B. PV OUTPUT CHARACTERISTICS
I-V curve is usually used to illustrate the outputs of PV char-
acteristics [15], [16]. Generally, there are five main parame-
ters to demonstrate the PV output characteristics, such as such
as open-circuit voltage Voc, short-circuit currentIsc, voltage
at the MPP Vmpp, current at the MPP Impp and power at the
MPP Pmpp, as shown in FIGURE 3.
The PV manufacturing data sheet normally provides these

parameters at standard test condition (STC), where the solar
irradiance is at 1000W/m2 and the cell temperature is at 25◦.
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TABLE 1. Main product parameters of the PV module MSX-60W.

FIGURE 4. Equivalent circuit of single-diode model (SDM).

In this paper, the Solarex MSX-60W is chosen and its elec-
trical characteristics are shown in TABLE 1.
An equivalent circuits model is usually used to represent

the PV characteristics. Single-diode model (SDM) is widely
used in the previous research [17].

As shown in FIGURE 4, the current-voltage (I-V) charac-
teristics according to the SDM model are expressed as

Ipv = Iph − Id −
Vd
Rp

(1)

where Iph represents the photon current. Id is Shockley diode
equation, which can be expressed as:

Id = Is

[
e
Vd
ηVt − 1

]
(2)

where Is is the reverse saturation current of the diode and η is
the diode ideality factor. Vd and Vt refer to

Vd = Vpv + IpvRs (3)

Vt =
kT
q

(4)

where Vt is the thermal voltage, k is Boltzmann constant
(1.38 × 10−23J/K ), T(in Kelvin) is the temperature of the
p–n junction, and q is the electron charge (1.602× 10−19C).
Substitute (2-4) into (1), it can be rearranged as:

Ipv = Iph − Is
[
e
Vpv+IpvRs

ηVt − 1
]
−
Vpv + IpvRs

Rp
(5)

Since there are five unknown parameters in (5), this SDM is
also known as five-parameter PV model [17].

In practice, the PV source generally consists of several PV
modules, which are connected in series and formed into a PV
string. When the PV string is under the uniform condition,
only one peak, namely maximum power point (MPP), is dis-
played on its I-V and P-V curve, as shown in FIGURE 5.
However, when the PV string is under the partial shading
condition (PSC), there are multiple peaks, namely one global
MPP (GMPP) and several local MPPs (LMPP), on the I-V

FIGURE 5. PV string characteristics under uniform condition and partial
shading condition.

FIGURE 6. Impedance match for the MPPT: Direct load match.

FIGURE 7. Impedance match for the MPPT: Variable load match.

and P-V curve. Therefore, the global maximum power point
tracking (GMPPT) is also essential [18].

In this paper, only theMPPTmethods are reviewed. There-
fore, the GMPPT methods, such as segmental search meth-
ods [19]–[21], power increment methods [22], [23] load line
methods [24], [25] and 0.8Voc model methods [26]–[29] will
not be reviewed.

III. OPERATIONAL PRINCIPLE OF MAXIMUM POWER
POINT TRACKING METHODS
The principle behind MPPT is the impedance match between
the PV generator output and the load condition [16]. Assum-
ing that a PV panel is directly connected with a resistor load,
which is shown in FIGURE 6. The operating point is plotted
as the intersection between the I–V curve and load line when
the resistance is 7.61�. If the PV module is connected with a
variable resistor, the operating point can move alone the PV
I–V curve by adjusting the value of the resistor, as shown in
FIGURE 7.
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FIGURE 8. Controlled power interface between the PV generator and
load.

Generally, the load requires either constant current or volt-
age, so the load impedance cannot always be adjusted for
the MPPT. Therefore, a controlled power interface, as shown
in FIGURE 8, is connected between the PV generator and
load to realise an equivalent resistance to match the MPP.
Assuming that a DC-DC converter is used as the controlled
power interface, where Iin and Vin are input current and
voltage, respectively; Iout and Vout are output current and
voltage, respectively; d refers to the duty cycle of the DC-DC
converter.

Assuming that the DC-DC converter is ideal, the mathe-
matical expression for the DC-DC converter can be given by:

Vin =
Vout
M (d)

(6)

Iin = M (d) · Iout (7)

whereM (d) is the voltage conversion ratio. Divide (6) by (7),
it can be derived as:

Rin =
Vin
Iin
=
Vout/M (d)
M (d) · Iout

=
1

M (d)2
·
Vout
Iout
=

Rout
M (d)2

(8)

where Rin refers to the input resistance and Rout refers to the
output resistance. Since the input of the DC-DC converter is
the PV source, (8) can be rewritten as:

Rpv =
Rload
M (d)2

(9)

where Rpv refers to the equivalent resistance of the PV source,
and Rload represents the load resistance.
It should be noted that there are differentM (d) for different

DC-DC converters, as summarized in TABLE 2. Taking the
boost converter as an example, itsM (d) is given as below:

M (d) =
1

1− d
(10)

Substitute (10) into (9), it can be derived as:

Rpv = Rload (1− d)2 (11)

From discussion above, the left terms in (11) can be regarded
as the equivalent resistance.

From discussion above, the left terms in (11) can be
regarded as the equivalent resistance. By adjusting the value
of d , the MPP can be located.

TABLE 2. Summary of M(d ) and Rpv for different DC-DC converters.

FIGURE 9. Determination of the perturbation direction for the P&O and
INC method.

A. PERTURB AND OBSERVE AND INCREMENTAL
CONDUCTANCE
Perturb and observe (P&O) and incremental conduc-
tance (INC) are the most popular MPPT methods [30]–[34].
The basic operational principles of the P&O and the INC
method are demonstrated in FIGURE 9. The direction of
voltage perturbation for the P&O method is determined
by

Vref =


V + Vstep,

1P
1V

> 0 (12a)

V − Vstep,
1P
1V

< 0 (12b)

where1P,1V and1I refer to the changes in power, voltage
and current, respectively, Vstep refers to the voltage step size.
At the meanwhile, the direction of voltage perturbation for
the INC method is determined by

Vref =


V + Vstep,

1I
1V

> −
I
V

(13a)

V + 0,
1I
1V

= −
I
V

(13b)

V − Vstep,
1I
1V

< −
I
V

(13c)

It should be noted that (13b) is unlikely satisfied in practice
due to digital resolution.

FIGURE 10 demonstrates the typical behaviours of the
P&O and the INCmethod during the steady-state stage. Point
A and C refer to the location on left and right of the MPP,
respectively. Point B refers to the nearly coincident location
of the MPP. As shown in FIGURE 10, the operating point
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FIGURE 10. Steady-state three-level oscillations around the MPP.

FIGURE 11. Different fixed-step sizes for the P&O and INC method.

FIGURE 12. Movement of the operating point under the sudden
irradiance changes.

repeats the process following the trajectory (A) → (B) →
(C)→ (B)→ (A). Due to three power/voltage levels in the
steady-state stage, this behaviour is famous as three-level
oscillations.

Fixed-step size is generally used for the P&O and INC
methods. However, simultaneous optimization of the steady-
state and dynamic performance is very difficult. As demon-
strated in FIGURE 11, the methods with a larger step size
(i.e., 1V) have a fast tracking speed in the dynamic stage.
By contrast, the methods with a smaller step size (i.e., 0.5V)
have a small oscillations in the steady-state stage.

In most of cases, both of P&O and INC method are able
to make a correct movement towards the MPP. However,
a wrong movement is also possible to be made under a
sudden increase in solar irradiance. As shown in FIGURE 12,
the operating point moves from the MPP to point B when the
solar irradiance is increased. At this time, (12a) and (13a) are
satisfied and the voltage is perturbed to the left. Then, the

FIGURE 13. Operational principle of zero-oscillations methods in.

wrong movement is made by both of P&O and INC method.
As a consequence, the operating point is drifted away from
theMPP. It should be also noted that there is no drift happened
if the solar irradiance is decreased.

From aforementioned discussion, there are three draw-
backs for the P&O and INC method:
• Steady-state oscillations;
• Simultaneous optimization;
• Drift conditions.
In order to solve these problems, many modified or

enhanced P&O and INC methods are proposed and will be
discussed in the following sections.

1) ZERO-OSCILLATIONS METHODS
Zero-oscillations methods are proposed to remove the oscil-
lations in recent years. Generally, there are two ways to
realise it. One way is to use a permitted error eth by rewriting
(13b) as [35]

Vref = V + 0, |I + V
1I
1V
| < eth (14)

Although this method is very simple, the problem is how to
tune the value of eth.

The second way is more popular and its basic idea is to
find themiddle level from the three-level oscillations. Various
ways to find the middle level are reported in [36], [37]. Here,
one solution in is demonstrated in FIGURE 13. A measure-
ment window with a time period 4Tp is defined, where Tp
refers to MPPT perturbation rate. If two middle level Dmid
are found in the measurement window, a variable counter
is counted. As the measurement window is moving, when
counter is reached to 4, the operating point will bemaintained
at Dmid . As a consequence, there is no more oscillation.

2) VARIABLE-STEP SIZE METHODS
Generally, the variable-step size is used to solve the trade-
off between the steady-state and dynamic performance. The
step size can be automatically adjusted by the P-V curve
gradient [38]–[41], P-I curve gradient [42] and P-D curve
gradient [43].

Among these methods, the P-V curve gradient is the most
commonly used. Thus, the step size Xstep can be expressed
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FIGURE 14. Asymmetrical variable-step size method.

FIGURE 15. Symmetrical variable-step size method.

as below:

Xstep = N ×

∣∣∣∣1P1V
∣∣∣∣ (15)

where Xstep are commonly used as duty cycle or voltage,
N is a fixed scaling factor adjusted at the sampling period
to regulate the step size [38].

The term 1P/1V is highly asymmetrical relative to
the MPP, as demonstrated in FIGURE 14. Consequently,
it will result in a larger value in the right-hand side of theMPP
and a smaller step size in the left-hand. Therefore, the value
of N has to be used and tuned to balance this right-and-left
asymmetry of the gradient of P-V curve. However, this value
ofN may not be suitable for all of the weather conditions. For
example, this asymmetry becomesmore significant, when the
solar irradiance decreases, as marked in black dash lines in
FIGURE 14.

Unlike the aforementioned asymmetrical variable-step size
MPPT methods, a symmetrical variable-step size MPPT
method is proposed in [44]. Thismethod uses two parameters,
namely F and G, to regulate the step size, as shown below:

G = 1−

∣∣∣∣ 1I1V
∣∣∣∣/∣∣∣∣ IV

∣∣∣∣ , Left of MPP (16a)

F = 1−

∣∣∣∣ IV
∣∣∣∣/∣∣∣∣ 1I1V

∣∣∣∣ , Right of MPP (16b)

Then, the step size Xstep can be derived as below:

Xstep =
{
1N × G, Left of MPP (17a)

1N × F, Right of MPP (17b)

As shown in FIGURE 15, the curve of F and the curve of
G are highly symmetrical relative to the MPP. Furthermore,

FIGURE 16. Movement of the operating point for the drift-free method.

FIGURE 17. Structure of the fuzzy logic controller.

even if the weather condition changes, such as irradiance
decreases, the symmetry between F andG is still maintained.
Therefore, this symmetrical variable-step size MPPT method
is more adaptive than the asymmetrical ones.

3) DRIFT-FREE METHODS
In order to avoid the drift condition, there are many drift-
free methods to solve this, such as setting a constraint on step
size [30] or power threshold1P [45]. However, it is difficult
to tune these parameters, and they may not be suitable for all
of the weather conditions.

As a matter of fact, another solution has been proposed
in [35], [46] by incorporating the information of 1I in the
decision part. Since the drift condition is normally happened
during the irradiance increases, it is only required to incorpo-
rate 1I in (12a) and (13a) as below

Vref=

{
V − Vstep, 1I > 0 (18a)

V + Vstep, 1I < 0 (18b)

FIGURE 16 demonstrates themovement of operating point
for the drift-free method. With the aid of 1I incorporation,
the drift-free method can successfully eliminate the drift con-
dition. Besides, the incorporation of1I will not result in drift
condition if the solar irradiance is not suddenly increased.

B. FUZZY LOGIC CONTROL
Fuzzy Logic Control (FLC) is another popular MPPT
method [47]–[53]. Generally, there are three stages for the
the FLC method, which is shown in FIGURE 17. In the first
stage, the numerical input variables are converted into equiv-
alent linguistic variables as input fuzzy sets. In the second
stage, the input fuzzy sets are converted into output fuzzy
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sets through the inference with the fuzzy rule base table.
Finally, the output fuzzy sets are converted into the numerical
variables as the output.

To be more specific, the input variables could be the error
E and the change in error1E , which can be calculated by the
gradient of P-V curve [48] as follow:

E(k) =
P(k)− P(k − 1)
V (k)− V (k − 1)

(19)

1E(k) = E(k)− E(k − 1) (20)

where P(k) and V (k) are PV output power and voltage
respectively at time k .

Five fuzzy levels are used for membership func-
tions (MFs), such as NB (negative big), NS (negative small),
ZE (zero), PS (positive small), and PB (positive big). Since
the 1P/1V curve is highly asymmetric at the MPP, as illus-
trated in FIGURE 14, the MFs of E(k) with five fuzzy
levels have to be carefully designed in order to ensure the
symmetric feature of the output [51]. As a result, the designed
MFs with five fuzzy levels are demonstrated in FIGURE 18,
which shows that the output variable is symmetric around
zero. These specific 25 fuzzy rules are also clearly shown in
TABLE 3.

FIGURE 18. Structure of the fuzzy logic controller.

TABLE 3. Rule base table with five fuzzy levels.

The FLC method generally exhibits a good performance
under varying weather conditions. However, the MFs and
fuzzy rules are heavily relied on the designer’s knowledge of
the system. Therefore, how to reduce this dependence is the
main motivation to modify the FLC method. Generally, there
are two ways to achieve it:
• Simplify the design;
• Optimize the parameters.

1) DESIGN SIMPLIFICATION
In order to reduce the dependence on designer’s knowl-
edge, some MPPT methods, such as the P&O method, are

FIGURE 19. Integration with other MPPT methods.

FIGURE 20. Integration with artificial intelligence algorithms.

integrated into the FLC to achieve simple design of MFs and
fuzzy rules. The basic idea is how to reduce the number of
fuzzy rules.

For instance,1P and1I can be used as the input variables
instead of 1E and E(k) [47], as shown in FIGURE 19.
The corresponding MFs and fuzzy rules can be designed
by translating the P&O method. Thus, the number of fuzzy
rules can be reduced into 16. In [54], a three input variables,
1P, 1V and β, are used and the number of fuzzy rules is
reduced into 11.

2) PARAMETER OPTIMIZATION
Integration with artificial intelligence (AI) algorithms is
another way to reduce the dependence on designer’s knowl-
edge. This approach makes the FLC method more complex
rather than simpler.

As shown in FIGURE 20, the AI algorithms, such as artifi-
cial neural network (ANN) [55]–[58], genetic algorithm (GA)
[59], [60] and particle swarm optimization (PSO) [61], [62],
are used to optimize the parameters of MFs and fuzzy rules.
Since optimum MFs and fuzzy rules are tuned by these arti-
ficial intelligence algorithms, the dependence on designer’s
knowledge for the FLC can be reduced. Nevertheless, it is
required additional knowledge on these artificial intelligence
algorithms.

C. CURVE-FITTING
Curve-fitting methods are generally used for PV modelling
rather than MPPT. Besides, some special points like open-
circuit voltage and short-circuit current are required to fit the
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FIGURE 21. Approximation of the P-V characteristics by a parabolic curve.

P-V curves [63], [64]. However, these special points are not
easily obtained in the practice. Therefore, how to fit the P-V
curves without using these special points is a problem.

1) PARABOLIC PREDICTION
Parabolic prediction method is based on the fact that
P-V curves can be fitted as a parabolic curve [65]–[67].
A quadratic polynomial can be written as:

Ppv = aV 2
pv + bVpv + c (21)

Assuming that three points in the P-V curve are known,
namely (V1 P1), (V2 P2) and (V3 P3). The parameters
a, b and c can be obtained:

a =
P1

1V12 ·1V13
+

P2
1V21 ·1V23

+
P3

1V31 ·1V32
(22)

b = −
P1(V2+ V3)
1V12 ·1V13

+
P2(V1+ V3)
1V21 ·1V23

+
P3(V1+ V2)
1V31 ·1V32

(23)

c =
P1 · V2 · V3
1V12 ·1V13

+
P2 · V1 · V3
1V21 ·1V23

+
P3 · V1 · V2
1V31 ·1V32

(24)

where

1Vij = Vi − Vj, i, j = 1, 2, 3. (25)

The iteration process for the parabolic prediction method
is demonstrated in FIGURE 22. Initially, three points on the
P-V curve are measured and a, b and c can be obtained. Then,
the operating point will move to the reference voltage Vref :

Vref = −
b
2a

(26)

After the operating point moves to the new position,
the power value at this new position P4 will be compared
with P1, P2 and P3. The lowest power point of the four will
be dropped and the rest of the three points will be used for
the next iteration. This iteration will be continuously repeated
until the MPP is reached.

2) PARAMETER ESTIMATION
Parameter estimation method is usually used to extract the
physical parameters, such as Rs, Rp and even the solar

FIGURE 22. Operational principle of the parabolic prediction method.

irradiance and temperature [68]. Recently, some new param-
eter estimation methods are proposed, which requires several
pairs of voltage and current values [69], [70].

Taking [70] as an example, equation (1) is firstly simplified
as (27). The details of this simplification can be found in [70].

I = α + βV γ (27)

where α, β and γ are constants and can be calculate by
only three pairs of voltage and current values namely (v1 i1),
(v2 i2) and (v3 i3). Taking the first derivative of (27), it can be
written as:

I ′ = β·γ·V (γ−1) (28)

The means of the three pairs of voltage and current values can
be written as

I ′12 =
i2 − i1
v2 − v1

I ′23 =
i3 − i2
v3 − v2

(29)

V12 =
v1 + v2

2
V23 =

v2 + v3
2

(30)

Combining (28) with (29) and (30) yields

I ′12 = β·V
(γ−1)
12 I ′23 = β·V

(γ−1)
23 (31)

Then, γ can be calculated as

γ =

ln(
I ′12
I ′23

)

ln(
V12
V23

)
+ 1 (32)

Combining (31) with (32) yields

β =
I ′12

γ·V
(γ−1)
12

(33)

Finally, α can be obtained

α = I1 − β·V
γ

1 (34)

After α, β and γ are obtained, the estimated I -V curve as
well as the estimated MPP can be obtained too. As illustrated
in FIGURE 23, it can be seen that the estimated MPP is very
close to the actual MPP.
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FIGURE 23. Operational principle of the parameter estimation
method in [70].

FIGURE 24. Basic operational principle of the MPP-Locus method in [71].

D. MPP-LOCUS METHOD
The MPP-Locus method is firstly proposed by Sokolov
and Shmilovitz [71]. The basic operational principle of this
method is demonstrated in FIGURE 24.

As shown in FIGURE 24, the locations of MPPs under
different solar irradiance are nearly to form a straight line,
which is expressed as

Vref = V − rI (35)

whereVref refers to the emulated load tuned by an appropriate
gain r . Based on (35), the operating point can be always
maintained on this straight line.

As shown in FIGURE 24, when the weather condition is
changed, the operating point moves from the point 1 to 2′.
Then, the MPP-Locus method will force the operating point
directly move to point 2. Finally, the P&O method is used to
exactly locate the MPP position.

The MPP-Locus method in [71] shows a good result
under dynamic weather conditions. However, only prelimi-
nary results are provided and the tracking procedure is not
specific enough. Therefore, there are two ways to improve
the insufficiencies above:
• How to precisely express Vref ;
• How to maintain the operation point at Vref .

1) EXPRESSION OF VOLTAGE LINE
In [72], Vref can be analytically expressed as

Vref = kImpp + VDO (36)

FIGURE 25. Voltage line expressed by [72].

FIGURE 26. Two voltage lines expressed by [73].

where k is a constant value, VDO is a defined term called
Differential Offset Voltage. VDO in (36) can be calculated as

VDO = V ∗oc − V
∗
ov − ηVt I

∗
mpp (37)

where V ∗oc, V
∗
ov and I

∗
mpp refer to the corresponding values at

defined condition in [72]. V ∗ov can be calculated as

V ∗ov = ηVt ln(1+ V
∗
mpp/(ηVt )) (38)

As shown in FIGURE 25, the voltage line can be expressed
for most of the MPP locus when the solar irradiance is high.
However, (36) can not be expressed the MPP locus when the
solar irradiance is low.

In order to improve this problem, an additional line is
employed to express the MPP locus under low solar irradi-
ance [73]. Thus, (36) can be rewritten as

Vref=

{
kH Impp + VDO,H (39a)

kLImpp + VDO,L (39b)

where kH and kL refer to the constant values under high and
low solar irradiance, respectively, VDO,H and VDO,L refer to
VDO under high and low solar irradiance, respectively.

2) MAINTAIN AT VOLTAGE LINE
The operational principle of the improvedMPP-locus method
in [74] is demonstrated in FIGURE 27. The key of this
method is how to determine Impp when the solar irradiance
is changed.

When the solar irradiance is decreased, the operating point
moves fromMPP1 to point A (V1, I1). At this time, Impp can be
approximately equal to I1 and Vref can be calculated by (36).
Then, the operating point will be forced to B, which is very
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FIGURE 27. Determination of Impp by [74].

TABLE 4. Values of β under various irradiance and temperature.

close to MPP2. After this, the P&o method will be used to
find the real MPP

When the solar irradiance is increased, the operating point
moves from MPP2 to point C (V2, I2). Then, by applying the
trigonometry rule, ID can be derived as:

V2 − Vmpp2
ID − I2

=
V ∗oc − Vmpp2

ID
(40)

Rearrange (40), and obtain (41)

ID =
V ∗oc − Vmpp2
V ∗oc − V2

× I2 (41)

Although the obtained ID is much higher than the correspond-
ing Impp, it does not affect the calculation of Vref .

E. BETA METHOD
Beta method is a very unique MPPT method. Unlike the
aforementioned MPPT methods, an intermediate variable, β,
rather than power or voltage is used to track the MPP The
theory of the Beta method is illustrated in [75] and the inter-
mediate variable β is given as:

β = ln
( Ipv
Vpv

)
− c× Vpv (42)

where c = q/(NsηkT ) is the diode constant.
Firstly, the Betamethod is required to determine the bound-

ing range of β, namely βmin, βmax . The range of β depends
on the working environment of the PV system. TABLE 4
demonstrates working environmental conditions and the cal-
culated magnitudes of β. The relationship among β, volt-
age and power under various irradiation and temperature
conditions is indicated in FIGURE 28. From TABLE 4 and
FIGURE 28, the range of β is determined as βmin = −19.02
and βmax = −15.45.

After that, the Beta method will detect whether the value of
β is within the range of β. If the value of β is within the range

FIGURE 28. Determination of β range based on the working
environmental conditions.

FIGURE 29. Meteorological data of the HSU in the daytime:
in 2015/01/19 (top) and 2015/07/31 (bottom).

of β, it means that the operating point is close the MPP. Thus,
the fixed step P&O method can be used to exactly locate
the MPP. Otherwise, if the value of β is out of this range,
it means that the operating point is far from the MPP. Hence,
a variable step 1D is used, which can be expressed as:

1D = N ×
(
β(k)− βg

)
(43)

where β(k) is the instantaneous value of β, N is the scaling
factor, and βg is a guiding parameter.
The previous simulation and experimental results from

[76], [77] validate the effectiveness of Betamethod. However,
there are two problems which are not resolved in [76], [77]:
• How to validate the bounding range of β;
• How to optimize the parameters, such as N and βg.

1) VALIDATION OF BOUNDING RANGE
In [37], the meteorological data of Humboldt State Univer-
sity (HSU) and University of Nevada, Las Vegas (UNLV)
are used to validate the effectiveness of bounding range.
FIGURE 29 and FIGURE 30 shows the meteorological data
of HSU and UNLV, respectively. The solar irradiance in the
HSU changes more frequently and dramatically than that of
the UNLV due to the different meteorological conditions.
The range of temperature in both locations is within 5◦C
and 40◦C. Since the power under 100W/m2 is negligible,
only the meteorological data with solar irradiance higher than
100W/m2 is considered.
FIGURE 31 and FIGURE 32 illustrate the correspond-

ing simulated values of power and β at the MPP in HSU
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FIGURE 30. Meteorological data of the UNLV in the daytime
in 2015/01/16 (top) and 2015/07/24 (bottom).

FIGURE 31. The corresponding simulated value of power and β at the
MPP in HSU in 2015/01/19 (top) and 2015/07/31 (bottom).

FIGURE 32. The corresponding simulated value of power and β at the
MPP in UNLV in 2015/01/16 (top) and 2015/07/24 (bottom).

and UNLV, respectively. Since the solar irradiance has more
remarkable effect on the generated power than temperature,
it can be seen that the simulated power has a similar trend
as the solar irradiance. However, the temperature has more
remarkable effect on the values of β compared to the solar
irradiance. Therefore, the trends of temperature and the val-
ues of β are the similar. Furthermore, during the daytime,
the corresponding simulated values of β generally stays
within the range between βmin and βmax . It proves that the
set of β parameters in TABLE 4 and FIGURE 28 are able to
work in the whole year under the real weather condition.

2) OPTIMIZATION OF CORRESPONDING PARAMETERS
There are two parameters needed to be tuned: one is scaling
factor and the other is βg. Generally, tuning these parameters
is based on trial-and error [78]. In [78], adaptive scaling factor
Beta (ASF-Beta) method is proposed. Compared to (43),

FIGURE 33. Operational principle of the ASF-Beta method. (a) Solar
irradiance is decreased; (b) solar irradiance is increased.

the guiding parameter βg is removed and the step size can
updated adaptively as

1D =
{
N × (βa(k)− βmin), βa(k) > βmax (44a)

N × (βa(k)− βmax), βa(k) < βmin (44b)

where (44a) and (44b) refer to the step size when the solar
irradiance is decreased and increased, respectively. Then,
the adaptive scaling factor N shown in (44) is derived by:

N =

1, β(k − 1) < βmax (45a)
β(k)− βmin

β(k − 1)− β(k)
, β(k − 1) > βmax (45b)

N =

1, β(k − 1) > βmin (46a)
β(k)− βmax

β(k − 1)− β(k)
, β(k − 1) < βmin (46b)

where (45) and (46) refer to the changes of N when the solar
irradiance is decreased and increased, respectively; β(k − 1)
refers to the previous value of β.
The operational principle of the ASF-Beta method is

demonstrated in FIGURE 33. When the solar irradiance is
suddenly decreased, the operating point moves fromMPP1 to
point A, as shown in FIGURE 33 (a). At this time, the algo-
rithm detects that the present operating point is out of the
bounding range while the previous one is not. 1D and N are
calculated by (44a) and (45a), respectively. Then, the oper-
ating point moves to point A1. In the next round, 1D and N
are calculated by (44a) and (45b), respectively. The operating
point moves to point A2, which is within the bounding range.
After this, the P&Omethod is used to track the exact location
of the MPP. It should be noted that similar procedure is
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TABLE 5. Summarization on the evolution of the reviewed MPPT methods.

FIGURE 34. Summarization on the evolution of the reviewed MPPT
methods.

conducted when the solar irradiance is increased, which will
not be discussed here.

From FIGURE 33 (a) and (b), it is clearly seen that the
step size is adaptively tuned. The effectiveness of ASF-Beta
method is validated by simulation and experimental results
in [78].

Finally, the evolution of the reviewed MPPT methods is
summarized in FIGURE 34 and TABLE 5.

IV. CONCLUSION AND FUTURE WORK
In this paper, many MPPT methods are reviewed and clas-
sified into five groups. The operational principles of these
MPPT methods are comprehensively studied. Many efforts
have been made to improve the conventional MPPTmethods.
An overview on the relevance and evolution of these MPPT
methods are also revealed. It can be seen that the research
on MPPT methods. Therefore, future work is suggested to
modify MPPT to work under the PSC.
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