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ABSTRACT Citation plays an important role in the bibliometrics analysis since the introduction of the
impact factors, but traditional measures mainly focused on the direct citations between articles. In this work,
we introduce a new metric, namely Article Network Influence (ANI), to measure the influence of an article
by using broader citation relationships quantitatively. We prepare our article citation networks from one of
the largest citation databases called theWeb of Science, and we demonstrate the use of ANI on the analysis of
these networks in the statistics research community. These analyses appear in the top-20 influential articles
in statistics within every 11 years during 1981-2016. We consider differences between the new metric and
several traditional measures, including the impact factor, PageRank, and Field-Weighted Citation Impact
(FWCI).

INDEX TERMS Article Network Influence, bibliometrics, citation analysis, Web of Science.

I. INTRODUCTION
Bibliometrics [1] is an analysis of research performance that
governments and research institutes advocate and emphasize
nowadays. Among all bibliometrics, citation plays an impor-
tant role in the performance analysis. In the regime of
big data, citation information is gathered from large-scale
databases and represented in network forms. A citation net-
work analysis is a quantitative method to identify impor-
tant and impacted literature of a field based on how often
a publication is cited in other publications. This analysis
has recently become an essential tool to evaluate scientific
achievements in different entities, including but not lim-
ited to, research articles, individual researchers, scientific
journals, international conferences, universities and research
institutes, or even countries. Governments and funding agen-
cies make decisions on the allocation of their resources
to these entities according to their research performances.
For example, an education department can allocate its edu-
cational funds to schools based on the quantitative reports of
their performances.

Impact Factor [2] was perhaps the pioneer to introduce
citation indexes, and it is one of the most well-known
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indicators for evaluating the quality of articles in scientific
journals. Since then, many metrics were introduced to mea-
sure research performance and quality from the different
perspectives of citation analysis, such as Eigenfactor [3],
h-index [4], Immediacy Index [5], Raw Impact per Publi-
cation (RIP) [6], SCImago Journal Rank (SJR) [6], Source
Normalized Impact per Paper (SNIP) [7], Field-Weighted
Citation Impact (FWCI) [6], PageRank [8], and many others.
Recently, [9] measured the performance of statistics journals
via a sophisticated Stigler model-based approach.

Most conventional methods listed above only consider
‘‘direct citations’’ and ignore ‘‘indirect citations’’. The formal
definitions of the citation directness will be given in the next
section, and we use an example to describe the scenario here.
Assume we have a small citation network with three articles
and two citations, where Article A was cited by Article B
and Article B was cited by Article C. If we measure the
influence of paper A in this network, conventional methods
only take direct citations into consideration and conclude
that Article A has influence only on Article B. However,
likely, Article A inspired Article C through Article B. This
scenario might happen when one of the above two citations
(or both) was interdisciplinary, or Article Bwas a review-type
article. For the past hundred years, scientific advancement
was built on the continuous propagation of one’s research
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results to others, and conventional methods are limited to
quantify this phenomenon.

This work aims at analyzing the citation network from
the network perspective. In fact, there is much research
investigates the influence from the network perspective [10].
Influence is a capacity or a power of things to be a compelling
force or to produce effects on the actions or opinions of
others. In the citation network, when a researcher published
a scientific article, others read it and followed his step.
When these followers completed their own research that was
influenced or inspired by the original article, they cited it in
the reference when they wrote their scientific articles. It led
to a citation, which is officially defined as an abbreviated
alphanumeric expression embedded in the body of intellec-
tual work. It denotes an entry in the bibliographic reference
section to acknowledge the relevance of other literature in the
discussion at the spot where the citation appears. After years
of progress, a citation network has resulted. We introduce a
new influence-based metric for the importance of an article,
and it is in terms of the influence of an article towards all other
articles in its associated field or the whole citation network.

The structure of this paper is as follows. Section 2 provides
the definition and theoretical background of our proposed
metric. Section 3 demonstrates the use of our proposed
metric to the analysis of citation networks in the statistics
research community and interprets the analytical results.
Section 4 compares several existing metrics with our pro-
posed metric. A conclusion is given in the last section.

II. ARTICLE NETWORK INFLUENCE (ANI)
Let G = (V ,E) be a citation network, where V =

{v1, . . . , vm} is a set of m articles (nodes), and E is a set of
citations (edges). In specific, we denote vt → vs in G when
Paper vt cites Paper vs. Here are some special properties of
the citation network:

1. All edges in G are directed at only one direction.
Since an edge between two nodes in G represents a
citation relationship between two articles, it is obvious
that the direction of the edge indicates which article
cites one another. We do not expect to see a two-way
edge in G, because it is unlikely to have a situation of
‘‘A cites B while B cites A’’.

2. There is no self-connection on any nodes in G.
The self-connection of a node in G represents the
self-citation of an article which is unlawful in nature.
We ignore the existence of self-connection in our net-
work and treat them as incorrect entries.

We define a citation path between two articles as a finite
sequence of citations that connect a set of distinct articles. Let
S ⊆ G be an ordered sequence of articles appearing along
the path, i.e. the first and last articles in S are the articles
of interest, and the length of a citation path between two
articles, or pathlength in short, is defined as lS = |S| − 1.
Note that the citation path between any two articles is
not necessarily unique. Assume that there are k different

citation paths between two articles, denoted as lS1 , . . . , lSk ,
we define the influence range between two articles as r =
min(lS1 , . . . , lSk ).
Let vt be an article of interest, where 1 ≤ t ≤ m. Then the

Article Network Influence (ANI) of vt , denoted as ANIt , is

ANIt =
rM∑
r=1

g(r)ot (r), (1)

where r is the influence range from vt to all other articles inG,
rM is the maximum influence range of interest from vt , with
1 ≤ rM ≤ m, ot (r) is the observed number of articles with the
influence range r from vt , and g(r) is a weighted function to
represent the decay effect of article citations as the influence
range increases.
ot (r) can be obtained from the citation database easily via

calculating the number of citations of vt received from articles
with the influence range r . To obtain g(r), we first denote
at (r) as the number of articles which pathlengths from vt are
exactly r for t = 1, . . . ,m. The estimated average number
of citations of all m articles within the pathlength r over the
whole citation network G is

e(r) =

∑m
t=1 at (r)
m

. (2)

Then we define the weighting function g(r) as the normal-
ization of a function g′(r) below. If e(r − 1) ≤ e(r) for r =
1, . . . , rX and e(rX ) > e(rX + 1), then g′(r) = e(r)−1 for r =
1, . . . , rX and g′(r) = e(rX )−1 for r = rX + 1, . . . , rM . Note
that it is possible that rX = rM , i.e. g(r) is a monotonically
decreasing function within {1, . . . , rM }.

Generally speaking, the number of citations with the influ-
ence range r will increase as r increases. Therefore, the value
of a single citation, which is proportional to the reciprocal of
the average number of citations, becomes less important as
the influence range r increases. However, this phenomenon
does not always occur because a paper may be cited by minor
papers that do not receive any other citations. It leads to a stop
in the increase in the average number as the influence range
r increases. The boundary indicates that the paper becomes
less important at the point rX , so we fix g′(r) as g′(rX ) when
the value starts to increase.

III. AN ANALYSIS OF THE CITATION NETWORK
OF STATISTICS RESEARCH ARTICLES
A. DATA PREPARATION
The Web of Science (WoS) [11] is one of the finest biblio-
graphic databases in the world. It contains relevant attributes
of published scientific articles, such as journals where the
articles published, their publication years, their authors, their
reference lists, and many others. In the current framework of
theWoS database, we can access the information of scientific
articles during 1981-2016.

Technically, the accessible WoS database is stored in the
neo4j graph database. Details about neo4j can refer to [12].
We use the Cypher query language to extract the required
data from the database. Given a targeted subject, we first
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TABLE 1. The median network influence of top 10 statistics journals.

extract from the database that all articles are labeled as the
targeted subject. The data subset is then downloaded, and
the resulting file is in the CSV file that is structured as a
table of two columns. Each row of the table represents a
citation between two articles. In specific, the articles listed
in the first and second columns are the articles cited and the
articles being cited. The rest of the analyses are conducted
using R [13], especially the R package ‘‘igraph’’ [14].

B. INTERPRETATION AND ANALYSIS
We applied our method to the citation network of statistics
research articles, which can be obtained via the extraction of
data with labeled ‘‘Statistics’’ in the whole WoS database.
All the data are first divided into the 11-year time span,
which is equivalent to a 10-year period after publication.
By dividing the total data into small segments, the historical
trend might be able to be observed, and we can also avoid
the situation that all the early published papers are on the
top and the rest of papers are invisible from the list. There-
fore, we have 26 networks from the year 1981-1991, the
year 1982-1992,. . . , until the year 2006-2016. ANI is applied
to each network, and the results are listed in the appendix.
There are totally 26 tables in the supplementarymaterial, each
table lists the top-20 influential articles from each network.
Below are some observations from these tables.

First, most of the top-20 articles were published at the early
stage when compared to the range of years being considered.
For example, all 20 articles in Table 1 (1981-1991) were
published in either 1981, 1982, or 1983. The most extreme of
this happened in Table 15 (1995-2005), where only one article
was published in 1996 and the rest were published in 1995.
Similar extreme tables include Tables 16 (1996-2006) and
17 (1997-2007). This phenomenon is reasonable because
the influence of an article, especially in statistics or most
mathematical sciences, needs time to accumulate. It is highly
unlikely to have an article that its influence is high enough to
jump into the top-20 list in its first year of publication. From
this perspective, we can actually identify some exceptional
articles from these tables. For example, ‘‘Sampling-based
approaches to calculating marginal densities’’ [15], published
in 1990, was the only article being on the list six times in all
possible eleventh years. It entered into the top-20 list (ranked
the 17th) in its fifth year (Table 5), and its rank rose to the 7th
in its sixth year (Table 6) and became the 1st in the next four

years (Tables 7-10). Several excellent articles entered the list
4-5 times with consecutive first ranks before their eleventh
year of publication.

Second, some articles with a smaller number of direct
citations are ranked higher than others with a larger number
of direct citations. For example, in Table 25 (2005-2015),
the first-rank article received 552 direct citations from other
articles while the second-rank article received 691 direct
citations. For most research metrics that consider only direct
citations, the latter article should rank on top of the former
article. Oppositely, ANI considers indirect citations with var-
ious pathlengths. It reverses the ranks between these two arti-
cles because of themuch larger number of indirect citations of
the first-rank article, which can be interpreted as an implicit
spread of its idea to a broader group of audiences or authors
in the statistics community. In fact, such phenomena appear
quite often in these 26 tables.

For a deeper insight, the topics of these top-20 articles
listed in these 26 tables can be viewed as the historical devel-
opment of statistical research in the past 36 years. For exam-
ple, the first article related to lasso that reached the top-20 lists
was published in 2006, and it appeared early in Table 22
(2002-2012). It was its fourth year after publication, and it
indicated the importance and attractiveness of lasso in the
statistics community. We found many articles related to lasso
appeared in the top-20 lists in the latter years. For example,
there are seven lasso-related articles in Table 26 (2006-2016).
Similar hot and representative topics, including regression,
the Bayesian method, and many others, governed the recent
developments of statistics.

In opposite, the first article related to the Gibbs sampling
that reached the top-20 list appears in Table 7 (1987-1997).
It has received numerous attention since then and reached
its peak in Tables 10 (1990-2000) to 12 (1992-2002).
We observed a diminishing interest in this topic thereafter,
and this topic disappeared completely from the top-20 list
after Table 19 (1999-2009). A similar phenomenon also
appears in articles related to microarray. The first article
appeared in the top-20 list is in Table 18 (1998-2008), and
it reached its peak in Table 20 (2000-2010), then the inter-
est diminishes until its disappearance from the top-20 list
in Table 25 (2005-2015). It is not trivial to explain in deep
why such phenomena of diminishing interests appear, espe-
cially in these two topics that might still be popular until now.
Some believe that their attractions remain constant while new
and hot topics arise and attract more attention, but this guess
requires careful evaluations by experts in related fields.

As a final note, we consider the influence range from 1 to 6
in these tables, but one can select the maximum number of
ranges suggested by experts. The selection of 6 is simply
based on observation in these tables that the number of
articles cited an article indirectly reach its maximum when
the influence range is 3 or 4, and the delay afterward is
steep. Combining with the effect of weighted function g(r),
the effects of indirect citations from articles with influence
range greater than 4 are small. We do not know if a similar
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phenomenon appears in other networks, so the selection of
this maximum influence range requires expert knowledge or
adequate observations.

IV. EXTENSION OF ARTICLE NETWORK INFLUENCE
AND COMPARISON TO SOME EXISTING
MEASURES OF RESEARCH METRICS
We have demonstrated how the ANI can be used to quan-
titatively measure the influence of a research article in its
scientific field. In this section, we extend the use of network
influence on other levels of citations and discuss the differ-
ences between ANI and three measures of research metrics
found in the literature.

A. A COMPARISON TO IMPACT FACTOR IN
JOURNAL-LEVEL CITATION NETWORK
Reference [2] introduced a pioneered concept to quantita-
tively measure the quality of a scientific journal using a
single index about 60 years ago, and it is now well-known to
be the Impact Factor among researchers in scientific fields.
The formal definition of an impact factor is

IFy =
Citationsy−1 + Citationsy−2

Publicationsy−1 + Publicationsy−2
,

where y is the year of measurement, Citationst and
Publicationst are the numbers of total citations and the num-
ber of published papers in a journal respectively for t = y−1
and y− 2.

Following the spirit of the impact factor, we extend the use
of ANI to the journal-based level via considering the location
of ANI of the articles published in the journal, namely Journal
Network Influence (JNI). Since the distributions of ANI in
every journal are mostly skewed, the considered location of
distribution is the median value instead of the mean value.
The following table lists the top ten journals with the largest
median network influence, and we compare them with the
values of their impact factors. The network influence is cal-
culated during 2006-2016, and the impact factor is taken in
the year 2016.

Although the top-10 order follows quite similarly, it is
obvious that some ranks are out of the usual expectation. Here
are two observations: (1) Journal of Biostatistics ranked the
third and had a higher impact than two of the traditional top-4
journals. It represents that 2006-2016 is a period that this
subfield develops quickly and expands its influence towards
the whole statistics community over the traditional statistics
subfield. (2) Except for Journal of Biostatistics, Biometrika
ranked back to top-4 statistics journals with JRSSB,Annals of
Statistics, and JASA. This prestigious journal has its impact
factors dropped to the sixth rank due to the rise of biostatistics
and data visualization. However, if we examine its influence
over the whole statistics community, it still remains as top 5.
Similar situations appear in other two prestigious journals
featuring theoretical statistics, Bernoulli and Statistica Sinica.

The main cause of these discrepancies comes from the
conceptual difference between the network influence and the
impact factor summarized as follows.

First, as mentioned in previous sections, an impact factor
considers only an entity’s direct citations and ignores its
indirect citations. It is equivalent to set rM = 1 or define
weighting functions g(1) = 1 and g(r) = 0 for all 1 <

r < rM in the definition of ANIt . Such setting completely
ignores the indirect citations, so the influence of a potentially
highly-influential article may be underestimated if one of its
followers wrote another excellent article and received many
citations after published.

Second, the definition of the impact factor reveals that it
considers a subset of the citation database dates back for
only two years. It is a major source of unfair comparisons
between articles or journals in different subjects because
different subjects may have different citation habitats for
their distinct natures. For example, the journals in biological
sciences and computer sciences enjoy high impact factors
as their advancements are straightforward and time appli-
cable, while those in mathematical sciences always have
relatively low impact factors as the contents require a deep
understanding on the background and adequate time for full
digestion. Instead of imposing a year limit, network influence
considers the complete citation database, and it is ready to
investigate the long-time influence accumulations across the
years.

B. A COMPARISON TO PAGERANK ALGORITHM IN
ARTICLE-LEVEL CITATION NETWORK
Reference [8] introduced a state-of-the-art algorithm called
PageRank to the rank website in Google search engine.
It provides a measure of the importance of a web page
by counting the number and quality of links to that web
page under the assumption of preferential attachments. As a
simple definition, the PageRank of a node, denoted as
R(v), is defined implicitly as the solution of the following
equation

R(v) = c
∑

u∈M (v)

Ru
Nu
+

1− c
n

,

where c is a damping factor between 0 and 1,M (v) is a set of
nodes that link to v, Nu is the out-degree of node u, and n is
the number of nodes in the graph.

If we consider a node as an article, it is possible to imple-
ment PageRank to measure the importance of an article.
In fact, Eigenfactor is a journal ranking method similar to
PageRank. Since the calculation of PageRank of a node
considers the quality of its neighboring nodes, it implicitly
aggregates information from all nodes in the whole network
rather than considering direct citations only. However, there
are still several differences between PageRank and network
influence as stated below.

First, PageRank is an algorithm, and it requires multi-step
propagations towards convergence. The PageRank values
of nodes are easily altered, and the propagation process is
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required to run again when a new node is inserted to the
network. It may take an unexpectedly large amount of com-
putational resources to obtain the converged values for all
nodes if the node addition is very frequent, and it is the reality
of the citation network in the Web of Science. Therefore,
we suggest using network influence as it can be obtained via
a mathematical function that depends only on the number
of citations of a target node and its neighboring nodes of
interest. When a new node is added, it is not necessary to
recalculate the values of all nodes, and only a subset of nodes
requires recalculations. Besides, it is not necessary to update
theweighting functionwhenever a new node is added because
this function aims at providing a decreasing weight towards
the pathlengths between two nodes. We suggest updating
annually whenever an annual report on the network influence
of the Web of Science is published.

Second, in the iterative formula of PageRank, there is
a damping factor (c) that is a user-defined parameter. Its
complement (1− c) is technically an adjustment or a weight
on the probability of average crediting to all nodes in the
network. Conventional wisdom suggests c = 0.85 as it
provides satisfactory results, but this suggestion is arbitrary
and without statistical justification. Even worse, a different
setting of c results in different PageRank. To the extreme,
if we set c = 0, all nodes will enjoy equivalent importance.
It has been questionable on how to adjust this parameter
properly. ANI has a user-defined parameter rM , but it has
a clear and interpretable meaning for users. Its weighting
function is composed of terms with statistical meaning.

C. A COMPARISON TO FIELD-WEIGHTED CITATION
IMPACT (FWCI) IN ARTICLE-LEVEL CITATION NETWORK
Field-Weighted Citation Impact (FWCI) is a new mea-
sure introduced by [6] to evaluate the entity’s impacts in
Scopus, the database of Elsevier since 1996. It indicates how
the number of citations received by an entity’s publications
compared to the average number of citations received by all
other similar ones. Mathematically, the FWCI of an entity is
defined as

FWCI =
1
N

N∑
i=1

ci
ei

,

where N is the number of publications by an entity, ci is the
citations received by publication i, and ei is the expected num-
ber of citations received by all similar ones in the publication
year plus the following three years. When a similar publica-
tion is allocated to more than one discipline, the harmonic
mean is used to calculate ei.
FWCI can be viewed as a simple modification from the

impact factor. It differs in two places: (1) the inclusion of
the number of citations changes from two backward years
backward to three forward years; (2) instead of the num-
ber of publications as the denominator, FWCI considers the
average number of citations of similar entities. Thus, two
differences between ANI and the impact factor also inherit

in the difference to FWCI, and they are indirect citations and
subsets in terms of years.

Moreover, when one considers an aggregated ANI from
several articles, FWCI takes the arithmetic means on the ratio
of actual to the expected citations of each publication while
JNI defined in section IV-A takes themedian values of ANI of
each publication. Notice that it is highly unlikely for both the
ratio and the influence of an article in a citation network to be
normally distributed, and as we observe in most cases, they
are highly right-skewed. Therefore, FWCI tends to provide
an inflated value on the average impact of an entity, and it is
highly sensitive to the outlying values. In contrast, we propose
to consider the median value of the ANIs of several articles
instead. The median value is well-known to be resistant to
these outliers, and it provides an informative average value
towards a non-normal set of values.

V. CONCLUSION
In this work, we introduce a new quantity called network
influence to measure the importance of an article when
a citation network is given. Through the article citations,
the influence of an article is propagated not only to its follow-
ers but also the followers’ followers and so on. We define the
quantity called influence range to describe this hierarchical
relationship.

There are several extensions of this work. First, it is desired
to investigate in the article citation networks of other subjects.
Notice that the citation in statistics mostly represents an
advancement of a theory or method, but different interpre-
tations may appear in other scientific fields. For example,
in addition to the scientific advancement, we expect the exis-
tence of other meanings of citations in physics, including
but not limited to, the use of the instruments, the refer-
ence of the experimental setup, the use of the specific soft-
ware or websites, and many others. Thus, the investigation
of cross-disciplinary citations becomes an obvious step for
future work.

Second, it is obvious that different subjects may have
different traditions or habits in publishing research results.
This leads to significant non-random biases among subjects.
Unlike FWCI, we do not actively provide an adjustment on
the current version of ANI to compensate the biases from the
subject difference. This also becomes another obvious step
for future work.

Third, there are many attributes for all articles in the WoS
database, like authors, institutions, etc. Each attribute can
form a citation network with different new challenges. For
example, it is necessary to deal with self-citations in an author
citation network because a researcher is allowed to cite his
own past articles. Moreover, not all citations are connected
equally because Researcher A may cite Researcher B ten
times in ten different articles but only cite Researcher C
once. Thus, a normalization scheme is essential for edge
standardization.

Lastly, WoS consists of articles in the past thirty years,
and it recorded the publication years of all articles.
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Therefore, it is possible to create, for the whole network or a
subgraph on a specific subject, multiple networks at different
times. Then it is highly interested in studying the evolution
of some citation networks over the past thirty years from a
dynamical point of view. The simplest way to achieve this
goal is to study the connection probabilities between articles,
which is expected to have strong relations with the articles’
in-degrees.
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