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ABSTRACT The recommender systems play an important role in our lives, since it can quickly help users
find what they are interested in. Collaborative filtering has become one of the most widely used algorithms
in recommender systems due to its simplicity and efficiency. However, when the user’s rating data is sparse,
the accuracy of the collaborative filtering algorithm for predictive rating is badly reduced. In addition,
the similarity calculation method is another important factor that affects the accuracy of the collaborative
filtering algorithm recommendation. Faced with these problems, we propose a new collaborative filtering
algorithm which based on Gaussian mixture model and improved Jaccard similarity. The proposed model
uses Gaussian mixture model to cluster users and items respectively and extracts new features to build a
new interaction matrix, which effectively solves the impact of rating data sparsity on collaborative filtering
algorithms. Meanwhile, a new similarity calculation method is proposed, which is combined by triangle
similarity and Jaccard similarity. Compare our proposed model with four models based on collaborative
filtering algorithms on three public datasets. The experimental results show that the proposed model not
only mitigates the sparseness of the data, but also improves the accuracy of the rating prediction.

INDEX TERMS Recommender systems, collaborative filtering, clustering, Gaussianmixturemodel, Jaccard
similarity.

I. INTRODUCTION
The rapid development of the Internet, in recent years, has
brought tremendous changes in people’s lives. On the one
hand, the Internet brings a huge amount of information to
users, which satisfies the user’s demand for information;
On the other hand, makes it more difficult for users to
obtain the information they need in front of a large amount
of information, resulting in information overloads [1]–[3].
Recommender systems can be an effective way to solve
this problem without requiring the user to provide explicit
requirements [4], [5]. Instead, the user’s behavior is mod-
eled by analyzing the user’s behavior, which actively recom-
mend information on users that can meet their interests and
needs [6], [7]. How to design an effective recommendation
algorithm has become the focus of research.

Collaborative filtering algorithm is widely used because
of its simplicity [4], [8], high efficiency in recommender
systems. Collaborative filtering can be divided into user-
based collaborative filtering and item-based collaborative
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filtering [9]–[12]. Collaborative filtering (CF) algorithm con-
structs similarity matrix to predict target ratings by finding
user sets or item sets similar to target users or items. As we
all know, with the increasing number of users and items,
user-item rating matrix will become increasingly large [13].
However, the user’s rating data only accounts for a small part
of it, causing the rating data to be sparse [14]. In this case,
the CF algorithm will face a series of problems such as sparse
rating data, real-time performance, and scalability [15]. How
to get the user’s accurate rating of the item under the sparse
rating data becomes a research hotspot. Clustering technol-
ogy is an important data preprocessing method in the field
of data mining [16]–[19], which try to find its distribution
status or mode in unlabeled datasets. It is also widely used in
many fields [20]–[22], such as machine learning [23], pattern
recognition [24], image processing [25], information retrieval
and so on [26]. Combining clustering techniques with CF to
eliminate the impact of data sparse on CF has been used in
many literatures [27]–[31]. For example, Deng et al. proposed
a novel K-medoids clustering recommendation algorithm
based on probability distribution to improve the accuracy of
the recommendation by improving the Kullback Leibler (KL)
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divergence and maximizing the distance [27]. Moradi et al.
proposed a collaborative filtering algorithm that uses novel
graph clustering to recommend invisible items to users [28].
Nilashi et al. combine clustering algorithms with CF to
reduce the sparsity and scalability of recommender systems
using dimensionality reduction and ontology techniques [29].
Although the algorithm proposed by Nilashi et al. has a
good effect, the method used by it is more complicated.
In the CF, the similarity calculation method which is used
to find similar users or similar items plays an important role
in predicting the rating [32]–[37], so a lot of research on
similarity is generated. For example, Qian et al. proposed
an improved similarity CF model, which considers three
similarity impact factors, makes full use of the rating data
and minimizes the bias of the similarity calculation [32].
Uncertainty exists in recommend systems [38]–[40]. As a
result, it is necessary to handle uncertainty in recommend
systems [41]. Evidence theory [42]–[46] is widely used in
recommendation systems [47], [48]. Based on the construc-
tion of users preference with basic probability assignment
in evidence theory [49], [50], Yin et al. propose the concept
of transfer similarity to measure potential high similarity
users or items [51]. Sun et al. proposed triangle similarity is
combined with Jaccard similarity to measure the similarity
between users or items [36]. However, these improved sim-
ilarity calculation methods are not combined with clustering
algorithms to optimize CF.

In order to deal with the above two factors affecting the
accuracy of collaborative filtering algorithm, we propose a
collaborative filtering algorithm based on Gaussian mixture
model and improved Jaccard similarity. The main contribu-
tions are as follows:
• Combine the Gaussian mixture model ( GMM ) with the
collaborative filtering algorithm. The Gaussian mixture
model is used to cluster the user item rating matrix, and
then feature extraction is performed to construct a new
user item interaction matrix. The new interaction matrix
mitigates the sparsity of the original matrix rating data.

• Combining Jaccard similarity and triangle similarity,
a new similarity calculation method is proposed to
improve the accuracy of the rating.

• Combine the proposed similarity calculation method
with GMM clustering to improve the accuracy of rating
prediction.

The organization of this paper is as follows. Preliminaries
were introduced in Section 2. In Section 3, the architecture
and details of the proposed model are given. In Section 4,
we give experimental results on three public datasets. In the
concluding remarks, a summary of the contributions to this
paper is given.

II. PRELIMINARIES
In this section, we introduce some preliminary knowledge
that needs to be used. The following is a detailed introduction
of them.

FIGURE 1. The illustration for user-based CF.

A. COLLABORATIVE FILTERING
The CF algorithm is the earliest and well-known recommen-
dation algorithm [52], [53]. The algorithm searches for user
preferences by mining user historical behavior data, which
can be divided into user-based CF and item-based CF.

1) USER-BASED CF
Suppose that m users UM = {u1, u2, u3, u4, . . . , uM } rate
on n items IN = {i1, i2, i3, i4, . . . , iN } so that they can be
described using a M × N matrix. User-based CF is to search
for items by rating similar users [9]. The idea is as shown
in Figure 1. Both user A and user C like item A and item C .
It can be seen that user A and user C share a common hobby.
User C also likes itemD, so that user C is used to predict user
A’s preference for item D and user A is recommended.

2) ITEM-BASED CF
The principle of item-based CF is similar to user-based CF,
except that the item itself is used in the calculation of neigh-
bors, rather than from the user’s point of view, that is, based
on the user’s preference for the item to find similar items
and then recommend similar based on the user’s historical
preferences [54]. That is, all users’ preferences for an item are
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FIGURE 2. The illustration for Item-based CF.

used as a vector to calculate the similarity between the items
and after obtaining the similar items of the items, the items of
the items that have not been touched are recommended to the
current user according to the preference of the user history.
As shown in Figure2, users A and B like items A and C , when
user C likes item A, it can be inferred that user C also likes
item C .

B. POPULAR SIMILARITIES
In the CF algorithm, the similarity calculation method affects
the accuracy of the rating. Some similarity calculation meth-
ods widely used in the algorithm are given below:
cosin: Cosine similarity which measures the two vectors

by calculating the cosine of the angle between the two
vectors [55], is defined as

cosin
(
Ei,Ej
)
=
Ei · Ej∣∣∣Ei∣∣∣× ∣∣∣Ej∣∣∣ (1)

whose value range is [−1, 1], where i, j are rating vectors for
different users or items.
Pearson: The Pearson correlation coefficient reflects the

degree of linear correlation between two vectors [56]–[58],
which is defined as

p (i, j) =

∑
rεi,j

(
Ri,r − R̄i

) (
Rj,r − R̄j

)√∑
rεi,j

(
Ri,r − R̄i

)2√∑
rεi,j

(
Rj,r − R̄j

)2 (2)

whose is between [−1, 1], where r is the intersection of the
non-zero parts of the vector i, j, R̄i and R̄j are average of the
vector i, j.

Jaccard : The Jaccard similarity coefficient is used to
compare similarities and differences between finite sample
sets [59], which is defined as

J (A,B) =

∣∣A⋂B
∣∣∣∣A⋃B
∣∣ =

∣∣A⋂B
∣∣

|A| + |B| −
∣∣A⋂B

∣∣ (3)

where A and B are two different set.

C. GMM CLUSTERING
Gaussian mixture model refers to the linear combination of
multiple Gaussian distribution functions. The GMM can fit
any type of distribution, which is usually used to solve the
case where the data in the same set contains multiple different
distributions [37], [60], [61]. Gaussian mixture distribution is
defined as

p (x) =
k∑
i=1

αi · N (x|µi, 6i) (4)

As can be seen from equation 4, N (x|µi, 6i) is called the ith
component of the hybrid model, which is a probability den-
sity function of the n dimensional random vector x obeying
Gaussian distribution and can be defined as

N (x) =
1

(2π )
n
2
∣∣∑∣∣ 12 e− 1

2 (x−µ)
T ∑−1(x−µ) (5)

where µ is the mean vector, 6 is the covariance matrix.
In equation 4, αi can be regarded as the ith selected proba-
bility, which satisfies the following condition∑k

i=1
αi = 1 (6)

Assume that a sample set D = {x1, x2, x3, . . . , xm} gen-
eration process is given by Gaussian distribution mixture
distribution, we use the random variable zjε {1, 2, 3, . . . , k}
to represent the mixed component of the generated sample xj,
whose value is unknown. It can be seen that the prior prob-
ability P(zj = i) of zj corresponds to αi(i = 1, 2, 3, . . . , k).
According to Bayes’ theorem [62], we can get the posterior
probability of zj which is defined as

p
(
zj = i|xj

)
=

P
(
zj = i

)
· p(xj|zj = i)

p(xj)

=
αi · N

(
xj|µi, 6i

)∑k
l=1 αl · N

(
xj|µl, 6l

) (7)

In equation 7, p
(
zj = i|xj

)
represents the posterior prob-

ability of sample xj generated by the ith Gaussian mixture.
We use γji(i = 1, 2, 3, . . . , k) to represent p

(
zj = i|xj

)
. When

the model parameters {(αi, µi, 6i) |1 ≤ i ≤ k} in equation 4
are known, the GMM cluster divides the sample set D into
k clusters C = {C1,C2,C3, . . . ,Ck} [60], and the cluster
label λj of each sample xj can be determined according to
the equation 8

λj = argmax
iε(1,2,3,...,k)

γji (8)
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FIGURE 3. The proposed model framework.

we get the cluster label λj to which xj belongs and divide
xj into cluster Cλj . The model parameters {(αi, µi, 6i) |

1 ≤ i ≤ k} is solved using the EM algorithm [63].

III. PROPOSED MODEL
In the rating matrix, the user’s rating of items only accounts
for a small part of the rating matrix, which results in the
sparsity of the rating matrix. Our model uses GMM to clus-
ter the rating matrix, and then constructs a new interaction
matrix to alleviate the sparsity of the rating matrix. The
improved similarity formula is used to calculate the similarity.
Users and items are clustered separately during the clustering
process. So the model is divided into two parts, one is to
cluster the users, the other is to cluster the items, and then
construct a new user-item interaction matrix. Finally, using
CF algorithm for rating prediction. The proposed model is
shown in Figure 3. The process of the model will be explained
in detail in the following subsections.

A. CLUSTERING AND FEATURE EXTRACTION
There are two methods for highly sparse data processing,
clustering and dimensionality reduction [8], [11], [64]–[66].
Our proposed model uses clustering methods. The goal of
clustering using GMM is to construct an appropriate sparse
user item interaction matrix based on the highly sparse user
item rating matrix, which solves the impact of high sparsity
of rating data on CF prediction accuracy. The process of user
GMM clustering and the process of item GMM clustering
are similar, so only the process of user GMM clustering is
introduced in this subsection. An example is given below to
illustrate clustering for users. In Figure 4(a), we use GMM
to cluster all users in the user item rating matrix, divide the
user into corresponding clusters, and we label each user to
identify the cluster they belong to. It can be seen that the
user is divided into 4 clusters. After the users are clustered,
the corresponding features are extracted to construct the user
item interaction matrix.
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FIGURE 4. Using GMM to extract features.

FIGURE 5. The illustration of triangle similarity.

The new matrix is constructed using the item as the row
and the user’s cluster as the column. The constructed user
item interaction matrix is shown in Figure 4(6). In the matrix,
each element represents a collection of users belonging to the
same cluster and rating the same item. Compared with the
original user item rating matrix of Figure 4(a), the new user
item interaction matrix of Figure 4(b) solves the problem of
too sparse data in the matrix.

B. COMBINE TRIANGLE AND JACCARD SIMILARITIES
As illustrated in Figure 5, assume that

−→
OA and

−→
OB are the rat-

ing vectors of two users or two items, forming a triangle in the
space. The triangle similarity is one minus the third divided
by the sum of two edges corresponding to the vectors [36],
which is defined as

Triangle
(
−→
OA,
−→
OB
)
= 1−

|AB|
|OA| + |OB|

(9)

whose value range is [0,1]. We can see that the bigger value
of triangle, the more similar they are. Triangle similarity

considers not only the angle between two vectors, but also the
length of them, so it is more reasonable than the angle based
cosine similarity. For instance, give two user rating vectors
−→u1 = (5, 5, 5) and −→u2 = (1, 1, 1), the cosine similarity is 1,
which is not true. However, the triangle similarity between
them is 0.33, which eliminates this irrationality.

However, it only considers common rating users or items
and does not work well when used alone. Fortunately, the Jac-
card similarity performs well in the similarity calculations
of no common rating users or items. Therefore, Sun et al.
combined the triangle similarity with Jaccard similarity to
construct a new similarity. In Sun’s paper, it is proved that Jac-
card is better than triangle similarity in rating prediction [36].
Based on this, we believe that the Jaccard similarity has a
greater impact on the new similarity when the two similarities
are combined. Therefore, an improved similarity calculation
method is proposed as shown in equation 10:

CTJ (i, j) = 0.5 · Jaccard (i, j) · (triangle (i, j)+ 1) (10)

In equation 10, we combine Jaccard and triangle, not only
to optimize the triangle by multiplying two similarities, but
also to improve the CTJ by combining Jaccard. For example,
when the Jaccard similarity of two rating vectors is 0.9 and
the triangle similarity is 0.8, the similarity obtained by multi-
plying the two is 0.72, which is far less than 0.9, so the Jaccard
similarity is introduced again in the equation to solve this
problem. The proposed CTJ similarity is 0.81. In equation 10,
0.5 is to satisfy the obtained similarity value from 0 to 1,
the closer the value of CTJ is to 1, the higher the similarity
between the two vectors.

C. RATING PREDICTION
In the previous two subsections, we introduced the GMM
clustering process for users or items in the rating matrix and
the CTJ similarity calculation method. In this subsection,
the twomethods are combined. As shown in Figure 4(b),CTJ
is used in the interaction matrix constructed based on user
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clustering to calculate the similarity between different two
items. The item similarity matrix is obtained by calculation,
and then KNN-based CF is used to perform rating prediction
on items that are not evaluated by the users [67]–[69]. The
prediction value of user i on item j is computed as follows

P (u, i) = r̄i +

∑
aεn
(
ru,a − r̄a

)
· sim(a, i)∑

aεn |sim(a, i)|
(11)

where n is set of neighbors, a is an element in set, and sim(a, i)
is similarity of item a and item i.

Item-based clustering and similarity calculation methods
are similar to user-based clustering and similarity calculation
methods. After clustering the items, the similarity between
different users is calculated in the new interaction matrix.
Then use equation 12 to predict the rating [70], the equation
is as follows

P (u, i) = r̄u +

∑
bεn
(
rb,i − r̄b

)
· sim(b, u)∑

bεn |sim(b, u)|
(12)

where n is set of neighbors, b is an element in set, and
sim(b, u) is similarity of user b and user u.
In the end, we give the proposed model its algorithm

execution process, because the user-based clustering and the
item-based clustering algorithms are similar, here only the
user-based clustering algorithm process is given. At the same
time, GMM and KNN-based CF are well known, so they are
used directly in the description of algorithm 1.

IV. EXPERIMENTS
In this section, to demonstrate the validity of the proposed
model, it will be compared to four known recommendation
models on three public datasets. We also validate the impact
of GMM clustering and CTJ similarity on the accuracy of
rating prediction in three datasets.

A. DESCRIPTION OF THE DATASETS
The three public datasets are MovieLens-100k, MovieLens-
1M and Yahoo!Webscope R4. The detailed description of the
datasets is as follows

MovieLens-100k: It is a well-known datasets provided
by grouplens, which usually used in recommender systems
evaluation. The datasets contains nearly 1,000 user ratings for
1,700 movies, with integer ratings ranging from 1 to 5. The
data set contains 100,000 anonymous ratings.

MovieLens-1M: This datasets is also provided by gruo-
plens, which contains 6040 users and 3952 items. users pro-
vided integer ratings from 1 to 5, where the higher of ratings,
the more users like them. Each user rated at least 20 movies,
with an anonymous rating of 1,000,209 in the datasets.

Yahoo! Webscope R4: It was provided by the Yahoo!
Research Alliance Webscope program. Users provided inte-
ger ratings from 1 to 5 in this datasets. The data set provides
two groups Data, training sets and test sets. The former
contains 7,642Users, 11,915movies and 211,231 ratings.The
latter consisted of 2,309 users, 2,380 movies and 10,136
ratings.

Algorithm 1 Framework of Proposed Model
Input:

User-item rating matrix Rm×n;
Number of clusters: k;

Output:
Predictive ratings for items that have not been reviewed
by users;

1: GMM is used to cluster the rating vectors ofm users, and
the vectors are clustered into k clusters;

2: Label each user with the cluster they belong to;
3: Initialize the user clustering matrix Mn×k ;
4: for item i from i = 1 to i = n do
5: for cluster j from j = 1 to j = k do
6: Find all users who have rated item i;
7: Save the corresponding user to the corresponding

M [i, j] according to the cluster label to which the
user belongs.

8: end for
9: end for
10: Initialize the item similarity matrix Sn×n;
11: for item i from i = 1 to i = n− 1 do
12: for item j from j = i+ 1 to j = n do
13: UseCTJ to calculate the similarity of item i and item

j of matrix Mn×k ;
14: Store the similarity in S[i, j] and S[j, i].
15: end for
16: end for
17: Obtain a item similarity matrix Sn×n and use KNN −

based CF for rating prediction.

TABLE 1. Summaries of datasets.

For the experimental verification, we randomly divide the
MovieLens-100k andMovieLens-1M datasets into two parts,
80% training sets and 20% test sets. The comparison of the
three datasets is shown in Table 1.

B. EVALUATION INDICATOR
The evaluation indicator of the rating prediction accuracy
commonly used, in the recommender systems, is Mean
Absolute Error (MAE) that is the average of the absolute
errors [71]–[73]. The smaller value of MAE, the closer pre-
dicted value to the actual value, which represent more accu-
rate of the prediction. It is defined as

MAE =
1
N

N∑
1

∣∣ri − r̂i∣∣ (13)

where ri is the forecast rating of the item, r̂i is the original
rating of the item.
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FIGURE 6. MAE of several algorithms on three public datasets.

C. EXPERIMENTAL RESULT AND ANALYSIS
In this subsection, experiments will be conducted to ver-
ify the proposed Collaborative filtering based on Gaussian
mixture model and improved Jaccard similarity. We use

GMM + CTJ + CF to refer to the proposed model, and +
represents the combination in GMM + CTJ + CF . The
experiment is divided into three parts. Experiment 1 gives
the comparison between GMM + CTJ + CF and the four
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TABLE 2. The results of MAE being affected by the number of clusters.

recommended algorithms. Experiment 2 is divided into two
parts. The first part gives the influence of the number of
clusters on the MAE of the GMM + CTJ + CF model,
the second part gives the MAE affected by three similarities
CTJ, triangle and Jaccard in CF and the influence of the
proposed CTJ on the MAE of the GMM +CTJ +CF model.
In experiment 3, the results of the GMM clustering of the
proposed model without CTJ are given.

1) EXPERIMENT 1
In this experiment, GMM + CTJ + CF , SVD + EM +
Ontology+ Item− CF [29], TMJ [36], User − based − CF
and BNMF+ were compared on three datasets [30], [74].
SVD+EM +Ontology+ Item−CF is a CF algorithm using
ontology and dimensionality reduction techniques, TMJ is
a CF algorithm based on an improved Jaccard similarity
and BNMF+ is Bayesian non-negative matrix factorization
method to improve the current clustering results in the CF
area.GMM+CTJ +CF can be divided intoUser−GMM+
CTJ+ Item−based−CF and Item−GMM+CTJ+User−
based − CF based on clustering users and clustering items.
The result is shown in Figure 6. The MAE of GMM +CTJ +
CF and the other four methods on the three datasets is given
in (a), (c), (e) of Figure 6. It can be seen that the model we
proposed has a good performance on all datasets. Compared
with Uer − based − CF , Item − GMM + CTJ + User −
based − CF has a big improvement on all three datasets,
especially with an 11% improvement on Yahoo! Webscope
R4.User−GMM+CTJ+Item−based−CF performed best
on all three datasets, with 3%-4% improvements over Item−
GMM +CTJ +User − based −CF , which correspondingly
verified that clustering of users to predict ratings is better than
clustering items.

In (e), (d), (f) of Figure 6, we give the influence
of different size of neighbors on the MAE of various
algorithms. Referring to (a), (c), (e) of Figure 6, it can
be observed that although the MAE difference between
SVD + EM + Ontology + Item − CF and User − GMM +
CTJ + Item− based −CF is small, User −GMM +CTJ +
Item− based −CF requires only a few neighbors to achieve
the best MAE.

2) EXPERIMENT 2
The number of clusters is one of the important factors affect-
ing the accuracy of the ratings of User − GMM + CTJ +
Item − based − CF and Item − GMM + CTJ + User −
based − CF . The first part of the experiment gives MAE
values for User − GMM + CTJ + Item − based − CF and
Item−GMM+CTJ+User−based−CF in different numbers
of clusters on three public datasets. As shown in Table 2,
we can see the influence of the number of clusters on the
MAE of the two algorithms. When the number of clusters is
two, the performance of the two algorithms is the best. With
the increasing number of clusters, the performance of the two
algorithms decreases in varying degrees. The reason is that as
the number of clusters increases, the columns in the user item
interactionmatrix also increase. At the same time, the number
of users or items contained in each element in the matrix
is also reduced. The increase in two factors will lead to the
gradual sparseness of the matrix and the sparseness of each
element in the matrix, which eventually lead to a decrease in
the accuracy of the rating prediction.
Similarity is another important factor affecting the rating

prediction of this model. In the second part of the experiment,
in the sparse rating matrix, we compared the effects of three
similarities of CTJ, Jaccard and triangle on MAE in CF at
the beginning. Experiments were compared on three public
datasets and the results are shown as Figure 7. In (a) of
Figure 7, we compareMAE of three similarities in user-based
CF. In Figure 7(b), we compare MAE of three similarities in
item-based CF. From the figure we can see that the CTJ simi-
larity has only a slight improvement compared to the Jaccard
similarity. At the same time, the experiment also verified that
theMAE of CTJ and Jaccard similarity is better than the trian-
gle similarity. Secondly, the performance of CTJ and Jaccard
in our proposed model will be compared.When using Jaccard
as the similarity, we use User −GMM + Item− based −CF
stands for GMM clustering of users and Item − GMM +
User − based − CF refers to GMM clustering for items.
Experiments were also performed on three public datasets
and the number of clusters in the experiment is 2. The results
of the experiment are shown in Figure 8. It can be observed
from the figure that the proposed CTJ is improved compared

VOLUME 7, 2019 118697



H. Yan, Y. Tang: Collaborative Filtering Based on Gaussian Mixture Model and Improved Jaccard Similarity

FIGURE 7. Comparison of MAE of three similarities.

TABLE 3. The MAE comparison.

TABLE 4. Sparsity comparison before and after GMM clustering.

to the Jaccard on the three public datasets. At the same time,
compared with Item−GMM +CTJ +User − based −CF ,
the improvement ofUser−GMM+CTJ+Item−based−CF
is particularly obvious. This also means that the proposed
combination of CTJ and User−GMM + Item−based −CF
is better than combination of CTJ and Item−GMM +CTJ +
User − based − CF .
By analyzing Figure 7 and Figure 8, we can conclude

that CTJ similarity and Jaccard similarity have almost the

same effect on MAE when the rating matrix is particu-
larly sparse. However, when the user item interaction matrix
is constructed by GMM clustering, and the data in the
matrix is no longer sparse, our proposed CTJ similarity is
better than the Jaccard similarity.

3) EXPERIMENT 3
In this experiment, the process of clustering the Gaussian
mixture model is verified. The Jaccard similarity is also used

118698 VOLUME 7, 2019



H. Yan, Y. Tang: Collaborative Filtering Based on Gaussian Mixture Model and Improved Jaccard Similarity

FIGURE 8. MAE is affected by Jaccard or CTJ.

in the algorithms as the calculation method of similarity.
Compare them with User−based CF and Item−based CF .
The results are shown in Table 3.

As can be seen from Table 3, compared with user −
based CF and Item − based CF , our proposed model has
greatly improved on MAE. Especially in Yahoo! Webscope
R4 datasets, compared with Item−based CF ,User−GMM+
Item−based−CF has increased by approximately 11%. This
proves the effectiveness of using GMM to cluster the rating
matrix.

In Table 4, the changes in the sparsity of the three datasets
were verified using User − GMM + Item − based − CF
and Item − GMM + User − based − CF . The sparsity of
the user item rating matrix constructed by the three public
datasets and the sparsity of the new user item interaction
matrix constructed after clustering using GMM are given in
the table. It can be seen that the new matrix constructed by
GMM clustering and feature extraction solves the problem of
data sparsity.

V. CONCLUSION
In this paper, a recommendation model is proposed to elim-
inate the data sparsity problem in CF, which is called Col-
laborative filtering based on Gaussian mixture model and
improved Jaccard similarity. The proposed model uses GMM
to cluster the user item rating matrix to extract corresponding
features to construct a new user item interaction matrix to
eliminate the impact of data sparseness on rating prediction.
Based on Jaccard, a new similarity calculation method is
proposed, which combines Jaccard and triangle similarity.
In order to verify the prediction effect of the proposed model,
the algorithm is compared with four cluster-based collabora-
tive filtering algorithms on the three public datasets ofMovie-
Lens 100K, Movielens 1M and Yahoo! Webscope R4. The
experiment used MAE as the evaluation standard, which con-
firmed that the proposed model improved the accuracy of the
rating prediction.
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