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ABSTRACT This research combines a next-generation wireless network and a quadrotor unmanned aerial
vehicle (UAV) to create a real-time wireless network quadrotor UAV flight control system. Three major
problems will occur when the system operates, such as external disturbances, internal actuator failures and
wireless network association failures (random delay and packet loss). We propose a hierarchical distributed
comprehensive robust adaptive fault-tolerant control algorithm based on robust fault-tolerant theory to
improve the performance of this system. The simulation and flight experimental test results show that when
this system is analyzed with respect to external disturbances, internal actuator failures and wireless network
association failures, the designed controller stability is asymptotically stable, the performance of this system
is very good and the system provides a strategy for establishing a ground-to-air self-organizing wireless
network.

INDEX TERMS Quadrotor UAV, real-time wireless network system, distributed robust adaptive
fault-tolerant mechanism.

I. INTRODUCTION
With the development of cross-integration disciplines such
as control theory and control engineering, communication
systems, automation technology, and wireless communica-
tion, today’s control systems are becoming increasingly com-
plicated. The properties of control objects are becoming
less restricted by the disciplines, and the performance stan-
dards of control systems are also increasing. The real-time
wireless network quadrotor unmanned aerial vehicle (UAV)
flight control system is an integrated modern communication
system, with control algorithms and a remote flight con-
trol system. The system incorporates the characteristics of
wireless communication networks and control technologies,
includes the advancement of computer and wireless com-
munication network technology into the control field and
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also reflects the integrated development trend of automatic
control systems in networks, integration and layered distri-
bution. Therefore, studying a wireless networked quadrotor
flight control system has considerable research value and
applications.

II. MATHEMATICAL MODEL OF A QUADROTOR UAV
From references [1]–[3], we can obtain a mathematical
model of a quadrotor, and the transfer functions of the three
angles of pitch angle, roll angle and travel angle are as
follows:

The dynamic model of a quadrotor UAV is given by
equation (1): 

L̇ = v
mL̈ = Fu − mg
Ṙ = RS (λ)
Iλ̇ = −λ× Iλ+ Fu

(1)
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The mathematical model of the quadrotor UAV is given by
equation (2):

Ixx φ̈ = θ̇ ψ̇
(
Iyy − Izz

)
+ lU2

Iyyθ̈ = φ̇ψ̇ (Ixx − Izz)+ lU3

Izzψ̈ = θ̇ φ̇
(
Ixx − Iyy

)
+ U4 mẍ

mÿ
mz̈+ mg

 =
 cosφ cosψ sin θ + sinφ sinψ
cosφ sin θ sinψ − sinφ cosψ

cosφ cos θ


4∑
i=1

Kpω2
i

(2)

The transfer function of the pitch angle channel is given by
equation (3):

G1 (s) =
θ

U1
=

56.951s+ 4391.1
s3 + 105s2 + 870s+ 4430

(3)

The transfer function of the travel angle channel is given
by equation (4):

G2 (s) =
φ

U2
=

65s+ 4560.1
s3 + 109s2 + 1023s+ 2935.1

(4)

The transfer function of the roll angle channel is given by
equation (5):

G3 (s) =
θ

U3
=

105
s2 + 413s

(5)

The meanings of the various parameters in the above for-
mulas are specifically referenced in [1]–[3].

III. MATHEMATICAL MODEL OF a SYSTEM FAULT
Establishing an integrated model that includes UAV actuator
failures and wireless network association failures, we can use
ghFif (t) to indicate that the ith actuator has failed [4], [5] and
use vhFif (t) to indicate that the ith wireless associated link
channel has failed. The comprehensive fault model is defined
in equation (6) as follows:

ghFif (t) =
[
I− ρhif (t)

]
gi (t)+1iεi (t),

0 < ρhif ≤ ρ
h
if ≤ ρ̄

h
if

vhFif (t) = σ
h
ji vij (t), 0 ≤ σ hji ≤ σ

h
ji ≤ σ̄

h
ji

(6)

In equation (6), we use gi (t) to represent the failure type
of the quadrotor UAV actuator, 1i to represent the unknown
constant, εi (t) to represent the external disturbance, ρhif to
represent the failure factor of the quadrotor UAV actuator,
ρhif to represent the lower bound of the failure factor, ρ̄hif to
represent the upper bound of the failure factor [6], [7], σ hji
to represent the failure factor of the failure of the wireless
associated link channel, σ hji to represent the lower bound
of the failure factor, and σ̄ hji to represent the upper bound
of the failure factor; i, j = 1, 2 . . . ,N , f = 1, 2, . . . ,mi,
h = 1, 2, . . . ,L, h indicates the h-th failure mode that has
occurred and L represents the total number of failure modes.
Now, make the following rule:

When ρh
if
= ρ̄hif = I = σ hji = σ̄ hji , the whole system’s

function is operating normally; when ρh
if
= ρ̄hif = 0 = σ hji =

σ̄ hji , there is an interrupt fault that occurs in the system; when
0 ≤ ρh

if
≤ ρ̄hif ≤ I , 0 ≤ σ hji ≤ σ̄

h
ji ≤ I , the whole system has

partial failed faults [8], [9].
Next, we can provide a comprehensive definition for the

system fault in equation (7) as follows:g
hF
if (t) =

[
ghFif 1 (t), . . . , g

hF
ifmi (t)

]T
= ρhi ui (t)

vhFij (t) =
[
vhFij1 (t), . . . , v

hF
ijqji (t)

]T
= σ hji vij (t)

(7)

In equation (7), we define 2 parameters: ρhi and σ hji .
Equation (8) is as follows:ρ

h
i = diag

[
ρhif 1, . . . , ρ

h
ifmi

]
, ρhif ∈

[
ρhif , ρ̄

h
if

]
σ hji = diag

[
σ hji1, . . . , σ

h
jiqij

]
, σ hjik ∈

[
σ hjik , σ̄

h
jik

] (8)

For convenience of description, the entire failure mode
encountered by the system is abbreviated by equation (9) as
follows:{

ghFif (t) = ρ
h
i ui (t), ρhi ∈

{
ρh1i , . . . , ρ

hL
i

}
vhFij (t) = σ

h
ji vij (t), σ hji ∈

{
σ h1ji , . . . , σ

hL
ji

} (9)

The comprehensive system equation for the real-time wire-
less network associated link under the quadrotor UAV is given
by equation (10):

[
ẋi (t)
yi (t)

]
=

[
Ai1T Ai1S Bi1d Bi1u
Ai2T Ai2S Bi2d Bi2u

]
xi (t)
vi (t)
εi

ui (t)

 (10)

Then, we have

ẋi (t) = Ai1T xi (t)+
N∑
j=1

Aij1Sσ
h
jiA

ji
2T xj (t)

+ Bi1uρ
h
i ui (t)+ B

i
1dεi (11)

IV. DESIGN OF THE DISTRIBUTED ROBUST ADAPTIVE
FAULT-TOLERANT CONTROLLER
The overall system flow control diagram is shown in Figure 1.

The distributed robust adaptive fault-tolerant controller is
designed according to equation (12):

ui (t) = K̂1xi (t)+
N∑
j=1

K̂2σ
h
ji (t) K̂3xj (t)+ K̂4εi (t) (12)

K1, K2, K3, K4 are matrices with appropriate dimensions,
and K̂1, K̂2, K̂3, K̂4 are the corresponding estimate values.
The closed-loop control system is given by equation (13):

xi (t) =
[
Ai1T + B

i
1uρ

h
i K̂1 (t)

]
xi

+

N∑
j=1

[
Aij1Sσ

h
jiA

ji
2T + B1uρ

h
i K2σ̂

h
ji (t) K̂3 (t) xj (t)

]
+Bi1uK̂4σ̂

h
ji εi (t)+ B

i
1dεi (13)
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FIGURE 1. System structure.

To prove that the system is asymptotically stable, we first
we introduce the following definitions :

Mi = xTi PiB
i
1u, Ri =

N∑
j=1

K2σ̂
h
ji K̂3xj, Si = K̂4εi, where

i = 1, 2, . . . ,N , Pi is a positive definite symmetric matrix,
and Mi, Ri, Si are bounded vectors expressed as follows

Mi =
[
Mi1, . . . ,Mimi

]
∈ R1×mi0

Ri =
[
Ri1, . . . ,Rimi

]
∈ Rmi0

Si =
[
Si1, . . . , Simi

]
∈ Rmi0

(14)

In actual situations, ρ̂hi (t) is an estimate value of the
unknown failure factor ρhi (t), and equation (15) shows that
the adjustment with respect to the adaptive fault-tolerant
control rate.

d ρ̂hif (t)

dt
=−αif

[
Mif Rif +Mif Sif

]
, f =1, 2, . . . ,mi (15)

In equation (15), αif is a constant greater than zero.
σ̂ hjik (t) is the estimated value of the unknown failure factor

σ hjik (t), and equation (16) shows the adjustment of the adap-
tive fault-tolerant control rate.

d σ̂ hjik
dt
=βjikxTi (t)Pia

ijk
1Sa

jik
2T xj (t), k=1, 2, . . . , qji (16)

In equation (16), βjik is a constant greater than zero, aijk1S ,
aijk1T are the elements of the kth row of Aij1S , A

ji
2T , and d̂i (t) is

the estimated value of the external disturbance di (t). Equa-
tion (17) shows the adjustment of the adaptive fault-tolerant
control rate.

dd̂ig (t)
dt

= γigxTi (t)Pib
ig
1d , g = 1, 2, . . . , pi (17)

In equation (17), γig is a constant greater than zero and b
ig
1d

is the gth column element of matrix Bi1d .
For the closed-loop integrated fault-tolerant system

described in equation (13), the control gain equation in
the proposed distributed robust adaptive fault-tolerant state
feedback controller is given by equation (18):

K̂1 (t) =
[
K̂11 (t) , . . . , K̂1mi (t)

]T
∈ Rmi×ni (18)

Equation (18) is adjusted by the following adaptive fault-
tolerant control rate in equation (19):

dK̂1f (t)
dt

= −ω1f xixTi Pib
if
1u i = 1, 2, . . . ,N ,

f = 1, 2, . . . ,mi (19)

In equation (19), ω1f is a positive constant, bif1u is the fth
column element of matrix Bi1u, and K̂2 is a matrix with the
appropriate dimension.

K̂3 (t) =
[
K̂31 (t) , . . . , K̂3mi (t)

]
∈ Rmi×ni (20)

Equation (20) is adjusted by the following adaptive fault-
tolerant control rate in equation (21):

dK̂3k (t)
dt

= −ω3k

N∑
j=1

xjxTi PiB
i
1uρ̂

h
i ki2k σ̂

h
jik (21)

In equation (21), ω3k is any non-zero positive constant and
ki2k is the kth column element of matrix K̂2.

K̂4 (t) =
[
K̂41 (t) , . . . , K̂4mi (t)

]T
∈ Rmi×ni (22)

Equation (22) is adjusted by the following adaptive fault-
tolerant control rate in equation (23) as follows:

dK̂4g (t)
dt

= −ω4gd̂igxTi PiB
i
1uρ̂

h
i (23)

In equation (23), ω4g is a non-zero positive constant.
Equation (24) shows the error of the system:

1ρhi (t) = ρ̂
h
i (t)− ρ

h
i

1σ hji (t) = σ̂
h
ji (t)− σ

h
ji

1di (t) = d̂i (t)− di
1K1 (t) = K̂1 (t)− K1

1K3 (t) = K̂3 (t)− K3

1K4 (t) = K̂4 (t)− K4

(24)

In equation (24), since ρhi , σ
h
ji , di, K1, K2, K3 are unknown

constants, equation (25) is as follows:

1ρhi (t) = ρ̂
h
i (t)

1σ hji (t) = σ̂
h
ji (t)

1di (t) = d̂i (t)
1K1 (t) = K̂1 (t)
1K3 (t) = K̂3 (t)
1K4 (t) = K̂4 (t)

(25)

Theorem 1: The closed-loop associative integrated system
should satisfy the following assumptions:
Supposition 1: The matrix

{
Ai1T ,B

i
1Uρ

h
i

}
, i = 1, 2, . . . ,N

of the quadrotor UAV in the system is completely controllable
in the failure mode of the wireless communication associated
link failure mode [10].
Supposition 2: For all failure modes present in the system,

there is a matrix K3ij with appropriate dimensions such that
Aij1S = Bi1U ρ̂

h
i K3ij and ρ̂hi is an adaptive estimate value of ρhi .
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Then, the following conclusion is correct: if there is a positive
symmetric matrix Pi > 0, ρ̂hif (t), σ̂

h
jik (t), d̂ig (t) and the

system’s state of control gain matrix K̂1 (t), K̂2 (t), K̂3 (t)
use the adaptive fault-tolerant rate to adjust by the above
equations: (15), (16), (17), (19), (21) and (23). This closed-
loop fault-tolerant system satisfies the Lyapunov second sta-
bility criterion with any parameter such as ρhi ∈ 1ρhi and
σ hji ∈ 1σ

h
ji ; i.e., the system maintains asymptotic stability.

Certification: First, we define the Lyapunov function [10],
equation (26), as follows for the aforementioned closed-loop
fault-tolerant correlation system.

V (t) =
N∑
i=1

xTi Pixi +
N∑
i=1

mi∑
f=1

(
1ρhif

)2
αif

+

N∑
i=1

N∑
j=1

qji∑
k=1

(
1σ hjik

)2
βjik

+

N∑
i=1

pi∑
g=1

1d2ig
γig

+

N∑
i=1

mi∑
f=1

ρhif1K
T
1f ω
−1
1f 1K1f

+

N∑
i=1

qji∑
k=1

1KT
3f ω
−1
3k 1K3f

+

N∑
i=1

pi∑
g=1

1KT
4gω
−1
4g 1K4g (26)

In the system, there are two fault modes, ρhi ∈ 1ρ
h
i and

σ hji ∈ 1σ
h
ji , and the closed-loop system equation (13) shows

that the derivative of themotion trajectorywith respect to time
t is given by equation (27):

dV (t)
dt
=

N∑
i=1

xTi
[(
Ai1T + B

i
1uρ

h
i K̂1

)T
Pi

+ Pi
(
Ai1T + B

i
1uρ

h
i K̂1

)]
xi

+ 2xTi Pi

 N∑
j=1

(
Aij1Sσ

h
jiA

ji
2T + B

i
1uρ

h
i K2σ̂

h
ji K̂3

)
xj


+ 2xTi PiB

i
1ddi + 2xTi PiB

i
1uρ

h
i K̂4d̂i

+

m∑
f=1

21ρhif .
d1ρhif
dt

αif

+

N∑
j=1

qji∑
k=1

21σ hjik .
d1σ hjik
dt

βjik

+

pi∑
g=1

21dig.
d1dig
dt

γig

+

m∑
f=1

2ρhif1K
T
1f ω
−1
1f
d1K1f

dt

+

N∑
j=1

qji∑
k=1

21KT
3kω
−1
3k
d1K3f

dt

+

pi∑
g=1

21KT
4gω
−1
4g
d1K4g

dt

 (27)

From the original formula, we can obtain equation (28) as
follows:
dV (t)
dt

=

N∑
i=1

xTi
[(
Ai1T + B

i
1uρ

h
i K̂1

)T
Pi

+ Pi
(
Ai1T + B

i
1uρ

h
i K̂1

)]
xi

+ 2xTi Pi ·
N∑
j=1

qji∑
k=1

aijk1Sσ
h
jika

jik
2T xj +

N∑
j=1

qji∑
k=1

21σ hjik ·
dσ hjik
dt

βjik

+ 2xTi PiB
i
1uρ

h
i

N∑
j=1

qji∑
k=1

K2k σ̂
h
jik K̂3kxj + 2xTi Pi

pi∑
g=1

big1ddig

+ 2xTi PiB
i
1uρ

h
i

pi∑
g=1

K̂4gd̂ig +
m∑
f=1

21ρhif .
d1ρhif
dt

αif

+

pi∑
g=1

21dig.
d1dig
dt

γig
+

m∑
f=1

2ρhif1K
T
1f ω
−1
1f
d1K1f

dt

+

N∑
j=1

qji∑
k=1

21KT
3kω
−1
3k
d1K3f

dt
+

pi∑
g=1

21KT
4gω
−1
4g
d1K4g

dt


(28)

Then, we select the previous adaptive fault-tolerant control
rate [11]. We can adjust three parameters, ρ̂hi (t), σ̂

h
jik (t),

d̂ig (t), to ensure that there are two constants K3k ,K4g ∈ Rni ,
k = 1, 2, . . . , qji, g = 1, 2, . . . , pi, given by equations (29)
and (30):

N∑
i=1

N∑
j=1

qji∑
k=1

2xTi PiB
i
1uρ̂

h
i K2k σ̂

h
jikK3kxj

≤ −

N∑
i=1

N∑
j=1

qji∑
k=1

2xTi Pia
ijk
1S σ̂

h
jika

ijk
2T xj

(29)

N∑
i=1

pi∑
g=1

2xTi PiB
i
1uρ̂

h
i K4gd̂ig ≤ −

N∑
i=1

pi∑
g=1

2xTi Pib
ig
1d d̂ig

(30)

Then, we can change the original equation (28) to equa-
tion (31) as follows:
dV (t)
dt

≤

N∑
i=1

xTi
[(
Ai1T + B

i
1uρ

h
i K̂1

)T
Pi

+ Pi
(
Ai1T + B

i
1uρ

h
i K̂1

)]
xi
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+

N∑
j=1

qji∑
k=1

2xTi Pia
ijk
1S σ̂

h
jika

jik
2T xj −

pi∑
g=1

2xTi Pib
ig
1d d̂ig

−

N∑
j=1

qji∑
k=1

2xTi PiB
i
1u1ρ

h
i K2k σ̂jik K̂3kxj+

pi∑
g=1

2xTi Pib
ig
1d d̂ig

+

N∑
j=1

qji∑
k=1

2xTi Piρ̂
h
i K2k σ̂

h
jik K̂3kxj +

m∑
f=1

21ρhif .
d1ρhif
dt

αif

+

m∑
f=1

2ρhif1K
T
1f ω
−1
1f
d1K1f

dt
+

N∑
j=1

qji∑
k=1

21KT
3kω
−1
3k
d1K3f

dt

+

pi∑
g=1

21KT
4gω
−1
4g
d1K4g

dt

 (31)

Then, we can obtain equation (32) as follows:

dV (t)
dt

≤

N∑
i=1

xTi
[(
Ai1T + B

i
1uρ

h
i K̂1

)T
Pi

+ Pi
(
Ai1T + B

i
1uρ

h
i K̂1

)]
xi

+

N∑
j=1

qji∑
k=1

2xTi PiB
i
1uρ̂

h
i K2k σ̂

h
jik K̂3kxj

+

pi∑
g=1

2xTi PiB
i
1uρ̂

h
i 1K4gd̂ig

−

N∑
j=1

qji∑
k=1

2xTi PiB
i
1u1ρ

h
i K2k σ̂

h
jik K̂3kxj

−

pi∑
g=1

2xTi PiB
i
1u1ρ

h
i K̂4gd̂ig +

m∑
f=1

21ρhif .
d1ρhif
dt

αif

+

m∑
f=1

2ρhif1K
T
1f ω
−1
1f
d1K1f

dt
+

N∑
j=1

qji∑
k=1

21KT
3kω
−1
3k
d1K3f

dt

+

pi∑
g=1

21KT
4gω
−1
4g
d1K4g

dt

 (32)

For Supposition 2, we can obtain that when ρi ∈ 1ρhij [12],
[13], Pi > 0 and K1 will be satisfied as in equation (33):[(

Ai1T+B
i
1uρ

h
i K̂1

)T
Pi+Pi

(
Ai1T+B

i
1uρ

h
i K̂1

)]
< 0 (33)

Then, we can obtain equation (32) in the same way as
equation (34):

dV (t)
dt
≤

N∑
i=1

xTi
[(
Ai1T + B

i
1uρ

h
i K̂1

)T
Pi

+ Pi
(
Ai1T + B

i
1uρ

h
i K̂1

)]
xi

+ 2xTi PB
i
1uρ

h
i K̂1x

+

m∑
f=1

21KT
1 ω
−1
1f
d1K1f

dt

+ 2
mi∑
f=1

1ρhifMif Rif + 2
mi∑
f=1

1ρhifMif Sif

+

mi∑
f=1

2
1ρhif

d1ρhif
dt

αif

 (34)

We make the following definition:

Qi=−
[(
Ai1T+B

i
1uρ

h
i K̂1

)T
Pi+Pi

(
Ai1T + B

i
1uρ

h
i K̂1

)]
>0

(35)

We select the adaptive fault-tolerant control rate [14], [15]
that has already been defined in equations (15) and (19).
Then, the improved version of equation (34) can be written
as follows:

dV (t)
dt
≤ −

N∑
i=1

xTi Qixi (36)

In equation (36), we find that when the parameter x only
satisfies x 6= 0, dV (t)/dt < 0; thus, the system state variable
x (t) asymptotically converges to 0, and then all signals are
bounded. That is, the system satisfies the Lyapunov second
stability criterion, and the system remains asymptotically
stable.

The proof is complete.

V. SIMULATION ANALYSIS
To verify the performance index and anti-interference perfor-
mance of the hierarchical distributed robust adaptive fault-
tolerant controller with a real-timewireless network system, a
simulation test is carried out in the TrueTime2.0 environment
in MATLAB/SIMULINK. The initial state parameters of the
system are as follows:

The initial state of the system is as follows:

x (0) =
[
0 0 0 0 0 0

]T
;

The robust adaptive fault tolerance initial value is : k̂3 (t) =
1.9702.
The type of wireless network is selected as: 802.15.4; The

wireless network data transmission rate is: 0 < WDR ≤

21125bit/s, WDR > 21125bit/s.
The critical data transmission rate corresponding to the

switching system is 21125bit/s.
The minimum data frame length is 100bit/s.
The system’s packet loss rate is 0.465 ∈ [0, 1].
The calculation time of the system’s sensors, controllers

and actuators is 0.4 ms.
The wireless network delay time is 35 ms.
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FIGURE 2. Angle curve.

FIGURE 3. Variation in the three-angle channel data volume.

The tunable control parameters are:

v (t) = 2.592+ e−0.0251t

h (t) = e−10.241t

∂if = 100
ρhji = σ

h
ji = 0.1

ρ̄hji = σ̄
h
ji = 0.9.

(37)

It is assumed that the flight system of the drone is subjected
to external disturbances such as strong winds in the first 2
seconds and is abstracted into a step signal with an amplitude
of 0.1. When the external disturbances come to an end, the
second disturbance is followed by physical damage in the
4th second, causing an interrupt and drift fault of an actuator
of the power patrol quadrotor UAV system and drifting to
0.81 + 0.81e−t . In the last 8 seconds, the wireless commu-
nication module of the flight system of the human machine
has a communication transmission delay and a packet loss
failure, and the failure continues until the end. The simulation
diagram is shown in Figure 2-8.

FIGURE 4. Variation in the wireless network executor node packet
acceptance.

FIGURE 5. Variation in the wireless network regulator node data packet
acceptance.

It can be seen from Figure 2 that before the initial operation
at 2 seconds, when a step signal with a magnitude of 0.1
is added to the system as external interference, the system
will be in the initial state of the distributed robust adaptive
fault-tolerant controller ui (t). The control is continuously
adjusted to approximate the desired reference value. After
a short dynamic adjustment, the pitch angle, roll angle and
travel angle can accurately track the expected reference value
of the system. The specific realization of the whole system
is as follows: at 4 seconds, an actuator of the drone has
an interruption fault, and the drift of the drone as a whole
has occurred. It can be seen from the figure that at 2 sec-
onds, the curve exhibits peaks of 0.697, 1.112, and 1.245,
which correspond to the original values of 0.6, 0.8, and 1.0,
and the fluctuation errors are +0.097, +0.312, and +0.245,
respectively. At 4 seconds, 8 seconds and 10 seconds, the
curve exhibits two peaks from the original values of 0.6,
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FIGURE 6. Wireless network node data packet transmission diagram.

FIGURE 7. Distributed robust adaptive fault-tolerant node tracking value
change graph.

0.8, and 1.0, with one normal peak and one shifted peak,
and the peak values are 0.651, 0.874, 1.097, 0.712, 0.954,
1.058. The fluctuation errors are +0.051, +0.074, +0.097,
+0.112, +0.154, and +0.058, and the error is within the
allowable range. In the whole simulation process we also find
that the overshoot of pitch angle, roll angle and travel angle
is between 8% and 15%. From a theoretical point of view,
the system is unstable, the main reason is that the designed
controller focuses on external disturbances, actuator failures
and associated link failures. The stability of the system is
only guaranteed to be asymptotically stable. That is, the pitch
angle, roll angle and yaw angle can be asymptotically stable
with the adaptive fault tolerance of the designed controller,
thus indicating that the designed controller performs well.

Before the initial operation at 2 seconds, with the start
of the quadrotor UAV, the drone’s three-angle channels for
the pitch, roll and yaw during the anti-interference process
slowly reach a stable value. In the 8th second, it is assumed

FIGURE 8. System state feedback response curve.

that the UAV airborne wireless communication transmission
module has a packet loss delay communication failure. It can
be seen from the figure that the system has packet loss and
a delayed communication failure in the 8th second, the three
channels of data exhibit a jump of nearly 1000 bits of data,
and then the data volume of the three channels returns to a
normal value, as shown in Figure 2, because the elevation
angle, roll angle and yaw angle in Figure 2 act against the
malfunction of the actuator. After reaching a steady state,
the amount of data after the new transition is also stable.
That is, the three data channels of pitch, roll and yaw can
ensure that the overall wireless communication quadrotor
UAV flight system is asymptotically stable with the adaptive
fault tolerance of the designed controller. This shows that the
designed controller performs well.

Figures 4-7 show the node packet transmission and accep-
tance of the wireless network actuator and regulator and
distributed robust adaptive fault-tolerant node tracking value.

It can be seen from Figure 8 that, with the designed con-
troller, the data transmission of the quadrotor UAV wireless
communication real-time flight system is asymptotically sta-
ble with a packet loss rate of 46.5% and a network delay of
35 ms. This result verifies the effectiveness of the designed
controller.

VI. CONCLUSION
In this paper, a quadrotor UAV is considered as a research
object and a corresponding mathematical model is estab-
lished. We design a distributed robust adaptive fault-tolerant
controller for a real-time wireless network quadrotor UAV
flight system that combines a next-generation wireless net-
work and a quadrotor UAV, where the control algorithm is
based on robust adaptive fault-tolerant control theory. We
perform a fault-tolerant test simulation in which the sys-
tem experiences information communication faults, such as
packet loss failure, random delay failure, and actuator faults,
which include interruption failure and drift failure. As shown
above, the simulation results show that the aircraft can gradu-
ally recover to a stable state in the presence of wireless com-
munication failure and actuator failure. During operation, we
can achieve good control performance and accuracy, and the
three angle channels of pitch angle, roll angle and travel angle
can maintain stable values. The wireless information com-
munication transmission capability of the UAV is improved.
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Overall, the system presents relatively good distributed fault
tolerance performance. The simulation results verify that the
designed distributed robust fault-tolerant controller exhibits
asymptotic stability and provides a theoretical basis for the
subsequent construction of a small ground-to-air wireless ad
hoc network.
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