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ABSTRACT Crack monitoring for damage-prone structural area, named hot-spot, is one of the most inter-
esting concerned technologies for aircraft structural health monitoring. This paper proposes an efficient tech-
nique based on Fuzzy c-means (FCM) clustering algorithm to monitor the crack growth under time-varying
load condition. The proposed method first extracts damage indexes from the collected signals to construct
the baseline model as well as the online FCM model. Migration index of the online model is calculated by
Kullback-Liebler Divergence (KLD) and Bhattacharyya Distance (BD), respectively. By comparing with
the Gaussian mixture model (GMM), experimental results show that the proposed FCM algorithm has less
computation time and its migration index curve is smoother when the crack size is small. Furthermore, KLD
achieves a higher sensitivity than BD as crack grows.

INDEX TERMS Crack monitoring, time-varying load, FCM clustering algorithm, KLD migration index.

I. INTRODUCTION
Lamb wave is considered to be one of the most promis-
ing structural health monitoring techniques for online and
real-time damage monitoring of aircraft structures due to its
ability to travel long distance and monitor large area [1].
The traditional Lambwave signal processingmethods usually
first extract the signal features such as time of flight, ampli-
tude, energy, and correlation coefficient with the reference
signal to construct the damage index (DI), and the damage
imaging technology is applied to further show the dam-
age information intuitively [2]–[8]. These methods assume
that the environmental conditions stay unchanged. However,
the aircraft usually works under time-varying environment,
by which the above features of the Lamb wave will be
directly and significantly affected. It is difficult to obtain
accurate damage information by using traditional damage
detection methods when considering environmental factors.
Thus, an effective damage identifying technology needs to
be developed to solve this problem.

The associate editor coordinating the review of this article and approving
it for publication was Noor Zaman.

Damage monitoring technologies based on probability
and statistical model have achieved wide concentration in
recent years. The Gaussian mixture model (GMM) was first
applied by Banerjee et al. [9] for hot spot monitoring to
minimize the damage estimation error. They proved that it
can effectively predict the crack extent though the temper-
ature of the specimen increased in the last loading cycle.
Qiu et al. [10] proposed an online updating damage monitor-
ing method based on the GMM. They first collected a set
of baseline signals under time-varying conditions to build
a baseline model, and compared the online model and the
baseline model by Kullback-Leibler divergence (KLD). They
further optimized the GMM to improve the performance
of the GMM-based damage monitoring method under time-
varying conditions [11]–[13]. Anaya et al. [14] presented
a structural state classification method based on statistical
data-driven model combining multi-path principal compo-
nent analysis (MPCA), discrete wavelet transform (DWT)
and self-organizing map (SOM). It was demonstrated that
in the aluminum plate and the reinforced composite plate,
the proposed model was able to distinguish not only the
healthy state and the damage state of the structure but
also the damage state of the piezoelectric sheet when the
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temperature changed. Chakrabort et al. [15] utilized the
Dirichlet Process (DP)mixturemodel combining the physical
damage model to estimate damage state under the influence
of time-varying conditions.

Besides all the above technologies, Fuzzy c-means (FCM)
algorithm has also achieved concentration of researchers due
to its short running time and high accuracy. Chen et al. [16]
used the circular and parallel linear piezoelectric array to
verify the feasibility of FCM algorithm to identify single
damage and two damages in the plate. Results shows that the
positioning errors in both situations were less than 3mm. Jac
Fredo et al. [17] demonstrated the ability of the FCM algo-
rithm to classify local and global damage in the composite
panel. Zeng et al. [18] combined the time series model with
the FCM algorithm to determine whether the structure was
damaged or not, and verified the effectiveness of this method
on estimating the damage severity of the bridge. The above
studies with regard to the FCM algorithm show that the FCM
algorithm has an excellent ability in damage identification.

BothGMMand FCMare soft-clustering algorithms. GMM
performs well in clustering, but its running speed is often
longer due to the calculation of Gaussian Distribution, espe-
cially when the chosen number of clusters is large. FCM
is widely used for its performance and speed. It provides a
degree of membership for each sample, which is very useful
when we are not certain about the observed objects [19].
Therefore, in this paper FCM algorithm is tried to apply
on the crack growth monitoring under the time-varying load
condition. A baseline model and the real-time model are
established by FCM algorithm respectively. The efficiency
of the proposed method is demonstrated by comparing the
proposed method with the GMM technology. In addition, two
migration indexes, Kullback-Liebler Divergence (KLD) [20]
and Bhattacharyya Distance (BD) [21], describing the migra-
tion degree between the baseline model and the online model
are compared in this paper.

The paper is organized as follows: Section II introduces
the principle of the FCM algorithm to monitor crack growth
for hot-spot structures. In Section III, experiments were con-
ducted to verify the feasibility of the proposed FCM model
to track crack growth under the time-varying load condition,
and a comparison with the GMM was made in Section III as
well. Finally, conclusions are drawn in Section IV.

II. PRINCIPLES OF FCM ALGORITM TO MONITOR
CRACK GROWTH
A. FCM ALGORITHM
In the traditional set theory, the feature that judges whether
a variable belongs to a certain set is 0 or 1. However, the
process is more complicated in the fuzzy set theory with
a membership degree between 0 and 1 for each variable
instead of only 0 or 1. It is subject to the principle that one
point belongs to multiple clusters. Therefore, the fuzzy set
theory often achieves a good performance for characterizing
uncertainties.

Assuming that the damage index (DI) extracted from
the Lamb wave signal under the time-varying condition is
X = {x1, . . . , xr , . . . , xn}, where n represents the number
of collected signals in a feature space, xr is a d-dimensional
feature vector consisting of d DIs chosen as the input of the
algorithm. There are c cluster centers if the data are divided
into c fuzzy sets. The membership degree of jth sample to the
ith cluster is represented as uij, which denotes the similarity
between the sample j and the certain cluster i. A crucial point
of the FCM clustering algorithm is to find an appropriate
membership degree to minimize the objective function as
follows

J =
c∑
i=1

n∑
j=1

umij
∥∥xj − ci∥∥2 (1)

C∑
i=1

uij = 1 (2)

where
∥∥xj − ci∥∥2 is the distance from the sample j to the clus-

ter center i, and m is the weighting fuzziness parameter. uij is
constrained by (2). By solving ∂J/∂uij = 0 and ∂J/∂ci = 0
based on Lagrange Multiplier Method, the iterative formulas
of uij and ci can be expressed as

uij =
1

c∑
k=1

(
‖xj−ci‖
‖xj−ck‖

)( 2
m−1

) (3)

ci =

n∑
j=1

(
xjumij

)
n∑
j=1

umij

(4)

Therefore, the iterative process of the FCM algorithm can
be concluded as follows:
Step 1: Set the initial number of clusters (c), the weighting

fuzziness parameter (m), the threshold (ε), the maximum
number of iterations (L) and the initial the membership
value (uij).
Step 2: Calculate the cluster center ci according to (1)-(4).
Step 3: Calculate the value of the objective function. If the

change of the objective function value is greater than the set
threshold, update uij and return to step 2. On the contrary,
if it is less than the set threshold or the iterations reaches
the maximum number L, the iteration ends. The parameters
obtained by the FCM algorithm can effectively describe the
distribution of the data set.

B. CRACK DETECTION PROCESS BASED
ON THE FCM ONLINE MODEL
The main process of the crack monitoring model proposed in
this paper is shown in Figure 1. First, a set of baseline signals
in a healthy plate before the crack appears are collected
to establish a baseline model through the FCM algorithm.
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FIGURE 1. Process of crack monitoring based on the FCM algorithm.

Second, when the crack propagates under time-varying load
conditions, real-time Lamb wave signals are used to build the
online model. Finally, the online model is compared with the
baseline model by calculating the migration index between
them, which is used to indicate the condition of crack growth.

According to the FCM algorithm, twoDIs are selected here
to form the feature vectorxr . The first DI is

DI1 =

√√√√∫ w1
wo

(|b(w)| − |m(w)|)2dw∫ w1
wo

(|b(w)|)2dw
(5)

where b(w) =
∫ t1
t0
b(t)e−jwtdt , m(w) =

∫ t1
t0
m(t)e−jwtdt ,

b(t) and m(t) are the reference signal and the online signal,
respectively. w0 and w1 are the start and the end frequencies
of the selected spectrum, respectively. The second DIis

DI2 =

√√√√∫ t1
t0
(m(t)− b(t))2dt∫ t1
t0
b2(t)dt

(6)

where t0 and t1 represent the start and the end time
of the selected wave packet, respectively. Therefore, the
xr = [DI1,DI2]T . The baseline data set and every online
model consists of consecutive 120 signals in this paper. Two
migration indexes, KLD and BD, are applied respectively in
this paper to quantify the migration between the baseline
model ϕ (0) and the nth online model ϕ (n). The calculation
equation of the KLD is

KLD
(
ϕi(0), ϕj(n)

)
=

1
2

{
tr
(
(6n

j )
−160

i

)
+

(
µnj − µ

0
i

)T
(6n

j )
−1
(
µnj − µ

0
i

)

− d + ln

∣∣∣6n
j

∣∣∣∣∣60
i

∣∣
 (7)

The calculation equation of the BD is

BD
(
ϕi(0), ϕj(n)

)
=

1
8

(
µnj − µ

0
i

)T [60
i +6

n
j

2

]−1

×

(
µnj − µ

0
i

)
+

1
2
ln

∣∣∣∣60
i +6

n
j

2

∣∣∣∣√∣∣60
i

∣∣ ∣∣∣6n
j

∣∣∣ (8)

where ϕj(n) denotes the jth component of the nth FCMmodel.
6n
j and µnj are the covariance matrix and the mean vector

for component ϕj(n), and of the baseline model when n =
0. |•| represents the determinant and d is the dimension of
the feature vector xr . Then the migration index between ϕ(0)
and ϕ(n) for both KLD and BD is further defined as[22]

MI (ϕ(0), ϕ(n))=
c∑
i=1

wimin
j

{
D(ϕi(0), ϕj(n))+ln

wi
wj

}
(9)

whereD representsKLD or BD. The relationship between the
crack length and the migration index can be established by
calculating the migration index of the reference model and
the online model.

III. EXPERIMENT
According to the relevant test standard for fatigue crack
growth rate of metallic materials, the test specimen was
customized for the experiment as shown in Figure 2. The
specimenwith dimensions 125mm×120mm×6mmwasmade
of T-6061 aluminum alloy with tensile strength of 290Mpa
and yield strength of 240Mpa. There was a cut with 42mm
in length and 6mm in width in the middle of the specimen.
A prefabricated crack (1mm× 1mm× 6mm) was obtained by
wire cutting at the end of the cut. Two piezoelectric sensors
with an interval of 10cm were arranged 10mm from the cut
on the specimen. Figure 3 shows the experimental setup. The
fatigue machine (WEW-100B) with a maximum load of 6kN
was used to apply sinusoidal alternating loadwith a frequency
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FIGURE 2. The specimen in the experiment.

FIGURE 3. Experimental setup.

of 10Hz. ScanGenie II made by Acellent technologies was
used for signal generation and acquisition. In the experiment,
fatigue machine would stop at intervals and keep the load at
the current load value to measure the crack length and acquire
the Lamb wave signals.

A five-circle sinusoidal tone burst, modulated by a Han-
ning window, with a central frequency of 100kHz was used
as the exciting signal. The sampling rate was 12M/s and the
number of sampling points was 6000. A total of 200 groups
of signals numbered from Signal No.1 to Signal No.200 were
collected in the experiment. According to the group velocity
of the Lamb wave and the sensor distance, it can be known
that the S0 wave arrives roughly between 50 microseconds
and 100 microseconds. Figure 4 shows S0 wave packets of
the Signal Nos.7-9. Since the signals were collected continu-
ously, the crack growth can be almost ignored during such a
short time. It can be observed from the signals that the load
has an obvious effect on the amplitude and flight time of the
Lamb wave signal.

In the FCM model, Signal No.1 is the baseline signal
mainly applied to calculate the DIs of the rest 199 sig-
nals. First, two DIs of each signal are calculated by (5)
and (6), respectively, and their variation trends are shown
in Figure 5. It can be observed that it is difficult to directly
find an effective trend of both DIs as the crack grows under
the time-varying load, especially in the early period of the
crack growth. Second, two DIs are utilized to establish the
FCM model at every stage during the process of crack
growth, which are compared to the results of the GMM [10].
Some parameters of the FCM model are as follows: c = 2,

FIGURE 4. S0 wave packets of the Signals Nos.7–9.

FIGURE 5. Variation of two DIs.

m = 2, L = 100, ε = 10−10. The threshold set for
GMM is also 10−10. For both FCM and GMM, the other
initial parameters of the baseline model are set by K-means
algorithm and the results of the (k)th model are served as the
initial value of the (k + 1)th model to minimize the impact of
initial value on the clustering results.

The influence of two factors, including the number n of
signals in the feature space and the number c of clusters,
on the clustering results is analyzed and shown in Figures 6-9.
The number of signals applied in eachmodel was first consid-
ered. Conclusions of Figure 6 and Figure 7 can be drawn as
follows: 1)When 120 signals were applied in eachmodel, two
migration indexes of both FCM and GMM models achieve a
relatively stable upward trend with the growth of the crack,
which can be attributed to the fact that when the sample size
is larger, the trend of data is more obvious; 2) By comparing
the trend of KLD and BD, it can be observed that the value
of KLD changes much more than the value of BD as crack
grows. Thus, 120 signals were applied to construct a model
for both FCM and GMM algorithm when considering the
effect of the number of clusters on the results, which are
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FIGURE 6. Migration index of FCM model versus number of data.

FIGURE 7. Migration index of GMM versus number of data.

FIGURE 8. Migration index of FCM model versus number of clusters.

shown in Figures 8 and 9. It is obvious that when the number
of clusters is 2, the migration index has a best ability of
characterizing the crack growth.When the number of clusters
increases, the migration index shows an upward trend, but its
linearity decreases.

In summary, 120 signals are used and divided into 2 stages
for both FCM and GMM models. When the crack is
0mm, 1mm and 8 mm, more concrete clustering results
of the FCM and the GMM are presented in Figures 10
and 11, respectively. Comparison between the FCM model
and the GMM can be concluded as followings: 1) It is hard
for both FCM and GMM to identify the crack under 1mm,
which is related to the central frequency of Lamb wave;

2) For both algorithms, the change of KLD is much bigger
thanBD as crack grows; 3) The FCM algorithm can be used to
estimate the growth of crack under time-varying load; 4) The
migration index of the FCM model changes smaller than that
of the GMM, but it can be seen from the migration index
curve that when the crack size is as small as 2-5mm, FCM has
a better smoothness than GMM; 5) The running time of the
FCM algorithm(1.234s) is shorter than that of the GMMalgo-
rithm(2.487s), and the calculation time is vital and influences
the real-time nature of monitoring when there are plenty of
hots-pots. As a result, FCM algorithm offers an alternative
method for crack monitoring with a better performance and
fewer running time.
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FIGURE 9. Migration index of GMM model versus number of clusters.

FIGURE 10. Baseline model and online models of the FCM.

FIGURE 11. Baseline model and online models of the GMM.

IV. CONCLUSION
In this paper, crack growth monitoring technology based
on the FCM algorithm is proposed for hot-spot structures
under time-varying load conditions. Based on the experiment
verification, it is clear that the proposed method can elimi-
nate the effect of load on the Lamb wave and monitor the
crack growth. The following remarks can be made on the
investigation:

1) When the crack length is larger than 1mm, the pro-
posed FCM algorithm can obviously monitor the crack
growth although it is difficult to view the increasement
of DI.

2) Two type of migration indexes named KLDand BD
are developed to calculate the migration degree of two

FCM models. The result shows that KLD is more sen-
sitive to the crack growth than BD.

3) The relationship betweenmigration index and the crack
length depends on not only the location of sensors but
also the geometry and the material of structural pieces.
Thus, the relationship must be calibrated by one piece
at least by experiment, which can be used for other
pieces.
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