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ABSTRACT Requirement changes are inevitable, and Requirement Change Management (RCM) is a
complex process in software development. In-house software development and Global Software Devel-
opment (GSD) are two widely used development approaches and there is a need to explore the RCM
commonalities and differences in the two development approaches. The primary objective of this study is to
identify the challenges that influence RCM in both approaches. First, we have implemented Systematic
Literature Review (SLR) and identified 9 challenges that impact the general RCM process and 3 more
challenges related to RCM with GSD. Second, we have conducted a questionnaire survey based on SLR
results and collected feedback from 69 industry practitioners. The survey result indicates that there are
four out of nine challenges, namely impact analysis, requirement traceability, requirement dependency,
and system instability having the same impact in both in-house and GSD approaches. On the other hand,
cost/time estimation, artifacts documents management, user involvement, requirement consistency, and
requirement prioritization need more attention while implemented in GSD paradigm. Furthermore, regarding
two important project management structures in GSD, centralized project structure and distributed project
structure, the survey results reveal that all challenges have same impact except user involvement and change
control board management, which are more important in centralized project structure. Lastly, the result
from t-test indicates that both data sets retrieved from SLR and survey are close to each other. This study
distinguishes RCM challenges in in-house and GSD approaches and in the context of two prominent project
management structures followed in GSD projects. It would assist researchers by providing potential research
directions and industry professionals to understand and implement RCM in different context more efficiently.

INDEX TERMS Requirement change management (RCM), global software development (GSD), challenges,
global project structures, systematic literature review (SLR).

I. INTRODUCTION

Requirements Engineering (RE) is a critical phase in Soft-
ware Development Life Cycle (SDLC), and requirements
development and requirements management are the two key
activities performed in this phase. Requirements development
deals with requirements elicitation and specification, while
requirements management deals with requirements analy-
sis and requirements change [1], [2]. Requirements evolution
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can be defined as “the tendency of requirements to change
over time in response to evolving needs of customers, stake-
holders, organizations and work environment” [3]. Software
development is a dynamic process and it is difficult to specify
all the system requirements in the start as the requirements are
subject to change. Factors such as customer needs, change
in business goals, and government regulations contribute sig-
nificantly to requirements changes. A study in the United
Kingdom reported that 40% of the total software develop-
ment process problems were related to the RE process [4].
Similarly, a study conducted by Standish (2017) revealed
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that requirements change increased the project cost by three
times and project time by two times [5]. Therefore, managing
requirement change is crucial for the success of the project.

Requirements Change Management (RCM) is a complex
process and driven by many factors such as organizational
policies, market trends, and operational environments [6].
In recent years, several RCM models have been proposed
in literature to improve RCM [7]-[9]. At the same time,
a few reviews have been carried out to explore the dif-
ferent aspects of the RCM models [10]-[12]. There are
two prominent software development approaches in practice
namely in-house software development and Global Soft-
ware Development (GSD). A GSD project is carried out by
multiple teams in various locations of the world [13], [14].
The GSD paradigm offers many benefits including low cost
development, access to skilled and quality workforce, and
follow-the-sun development approach etc. [15]. However,
GSD paradigm has failed to realize the anticipated outcomes,
and got 45% projects success rate compared to 61% for co-
located teams [16]. There are many reasons for these fail-
ures including cultural, temporal and communication issues
[17]-[19], particularly, project management challenges
across the borders. Hence the question arises, what are
the differences and similarities between RCM in the two
software development approaches? The comparative analysis
between RCM challenges in in-house and GSD would assist
practitioners to understand and implement RCM in different
context more efficiently.

Furthermore, when people move from in-house software
development to GSD, project management would become
more challenge due to geographical and cultural differ-
ences [20]. In addition, there are two main types of global
project management structures namely distributed (with
local coordinators) structure and centralized structure [13].
To understand their impacts on RCM challenges is also inter-
esting because it will help GSD practitioners to construct
more suitable project structure for their projects.

Despite the importance of this problem, few studies have
been found in literature to explore the comparison of the
challenges associated with RCM, and the two different soft-
ware development approaches. Similarly, little research has
been reported to compare the impact of different project
management structure in RCM challenges for GSD projects.
The objective of this study is to identify and compare the
challenges associated with RCM in both in-house and GSD
paradigms. To identify the challenges, we have applied a
Systematic Literature Review (SLR) and then conducted an
industry survey. To accomplish the objective, we compile the
following research questions:

RQ1: What are the challenges of RCM in in-house software
development as reported in the literature?

Motivation: This question provides the starting point of
this study through identifying RCM challenges of in-house
software development approach reported in the literature.

RQ2: What are the challenges of RCM in in-house software
development as identified in industry?
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Motivation: To support findings of RQ1 and to analyze
industry practices related to RCM in in-house approach, a sur-
vey is developed to collect data from industry professionals
based on their experience.

RQ3: What are the challenges of RCM in GSD projects,
as studied in the literature?

Motivation: This question enhanced the scope of this study
and identified RCM challenges specifically related globally
distributed projects.

RQ4: What are the challenges of RCM in GSD projects as
identified from industry?

Motivation: To support findings of RQ3 and to analyze
industry practices related to RCM process, a questionnaire
survey was developed to collect data from industry profes-
sionals working on GSD projects based on their experience.

RQ5: What are the similarities and differences between
RCM challenges in in-house software development and in
GSD?

Motivation: The literature hasn’t discussed the relation-
ships between RCM challenges, and the two software devel-
opment approaches. This research gap motivates us to tackle
this question through industry survey.

RQ6: What are the similarities and differences of RCM
challenges between centralized and distributed project man-
agement structures?

Motivation: Similarly, this question hasn’t been addressed
in literature, therefore, we try to find the answer through
industry survey.

RQ7: Are there any differences between the challenges
identified from the literature and the industry survey?

Motivation: This question helps people to realize the gap
between research and the industry regarding RCM chal-
lenges.

The following part of this paper is organized as:
section 2 introduces the background and related work,
section 3 describes the research methodology of this paper.
Section 4 presents the results and section 5 provides some
discussions and implications. Section 6 shows the limitations
of this study and finally, conclusions and future research
directions are given in section 7.

Il. BACKGROUND AND RELATED WORK

A. GLOBAL PROJECT MANAGEMENT STRUCTURE
Software development environment is continuously chang-
ing. Globalization, innovation, and market trend has dramat-
ically impacted the software development environment [21].
The GSD has been growing steadily as many organizations
aim to take advantage of using highly skilled workforce at
a relatively reduced cost. Furthermore, GSD has the poten-
tial to reduce project’s time to market by using different
time zones to organize a 24/7 development model [13].
Many organizations that have tried GSD failed because of
misunderstanding of requirements, poor global relationships
among clients and vendors, high costs and overall poor
services [22].
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FIGURE 1. Centralized global project structure adopted from [13].

Global project structure is another crucial factor that has an
impact on project management approach. The project size,
organizational structure, maturity level of an organization
in undertaking GSD projects, and experience of develop-
ment team members working on GSD projects dominate the
selection of project structure among different projects struc-
tures. There are two main types of global project structures
namely, centralized project management and distributed with
local coordinators [13]. In centralized project management,
as shown in Figure 1, all or most of the team members
report directly to a project manager who sits at one of the
GSD sites and is responsible for most of the coordination
and control task through collaborative tools. On contrary,
in the distributed with local coordinator, as shown in Figure 2,
the team members report directly to their local coordinators,
who performs planning and execution of allocated task and
report to the project manager at regular intervals.

B. REQUIREMENT CHANGE MANAGEMENT
This subsection briefly discusses the existing work related to
RCM both in in-house and GSD.

A number of RCM models has been proposed in existing
research. For example, Nurmuliani et al. [3] proposed an
RCM model that covers most of the components of RCM pro-
cess, including change impact analysis and possible causes
of change. In another study, Bhatti et al. [23] proposed a six
phase RCM process for both small and complex systems.
However, both models missed some integral elements of
RCM process, such as schedule adjustment according to the
new change and updating of affected artifacts.

Imtiaz et al. [24] proposed an Requirement Change (RC)
process model in a context of roles, activities, and artifacts
involved in the RCM, and they validated the model com-
pleteness with pre and post conditions of each model activity.
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FIGURE 2. Distributed global project structure adopted from [13].

They used Unified Modelling Language (UML) to design
system artifacts. However, their study missed the RC repos-
itory aspect used to keep record of all changes in RCM.
Similarly, Tomyim and Pohthong [25] conducted a pilot study
to address the RC, and they also used UML to model sys-
tem components, however they did not discussed the change
implementation and change verification and validation phase
in RCM.

Niazi et al. [9] presented a five-step RCM model that
implements CMMI level 2 practices and empirically vali-
dated their approach. Their model covers key elements in
RCM including request initiation, request analysis, request
implementation, artifacts updating and, verification and val-
idation. However, communication of implemented change to
concerned stakeholders, the last step of any RCM model is
missing from their approach. In another study, Khan et al. [26]
introduced a batch processing approach that overcomes the
deficiencies in above-mentioned approach. However, this
approach did not cover the change impact analysis in RCM.

Hussain et al. [7] proposed a technique to handle requested
change in an informal way instead of following a defined
formal process, means that, they will simply start implement-
ing the requested change without the approval of change
control board and storing the change in a change request
pool. Their proposed approach is only suitable to handle
graphical user interface problems, and it seems to be difficult
to generalize for a complete problem domain. In another
approach, Ahmed et al. [27] proposed an RCM model with
the aim to minimize the impact of requested changes. In the
first phase, they categories the requirements into different
groups based on expert opinions. In the second phase, they
analyze if a change is inevitable then try to minimize the
change impact on other baselines (cost, schedule, scope etc.).
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Overall, they cover most of the integral parts of RCM, how-
ever, subjectivism is involved in the first phase, which limits
the applicability of the proposed approach.

RCM in GSD Projects: Li and Ali [8] proposed an
ontology-based requirement management model for GSD
projects. They use ontology to formalize the project infor-
mation including functional requirements, non-functional
requirements, project schedule, project budget, project teams’
information (location, roles, contact details). In this approach
they discussed RCM in the context of GSD paradigm. How-
ever, the communication framework developed and used in
this study is very generic, specially the communication and
collaboration need for RCM problem of GSD projects was
not fully addressed. Similarly, another study proposed by Li
and Ali [28], implemented a three-stage RCM model in GSD.
They used an online shopping system case study to validate
their approach. Several metrics were used to measure the
effectiveness of the proposed model and to compare it with
other models. The results show the practical significance of
proposed approach and address some of the important aspects
of RCM. However, the proposed approach lacks in two
aspects, first, some essential elements in RCM such as change
verification and validation are missing. Secondly, commu-
nication mechanism across different GSD sites and the
consideration of different project management approaches
in GSD are missing from the proposed approach as
well.

Prikladnicki et al. [29] conducted a case study to address
the requirements management challenges in GSD environ-
ment. The case study was conducted on two projects devel-
oped in a CMMI level 2 organization. They identified several
challenges such as communication and collaboration, lack of
trust, lack of face to face meetings etc. They also discussed
RCM as an important aspect of requirement management in
GSD in the context of above-mentioned challenges. They
discussed a few of best practices to overcome the challenges
of soft skills training, work standardization, and well-defined
processes etc.

Mateen and Amir [30] proposed a framework to address
RCM issues in GSD. The main motive of the proposed
framework is to provide clear and unambiguous understand-
ing of project knowledge among geographically dispersed
stakeholders. They used semi-formal Unified Modeling Lan-
guage (UML) diagrams to represent the project requirements
and other related information. The proposed model addresses
the change management in GSD environment, however, lacks
some critical aspects. Firstly, tasks including change verifica-
tion and validation, communication, and collaboration are not
discussed. Secondly, the semi-formal notation UML, which is
used to develop consistent understanding of project require-
ments among different stockholders, has some issues based
on the nine principles evaluation [31]. A number of studies
have been conducted to evaluate the UML notations including
use case diagrams [32] and state chart diagrams [33]. The
results show that the same UML notation may have different
interpretations among different users. The same deficiencies
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exist in another framework [34] proposed to manage require-
ment change in GSD paradigm.

Lloyd et al. [35] developed a tool to manage the require-
ments change in distributed agile development. They used
feature trees to represent project requirements. Eleven factors
evaluation criteria are used to assess the proposed model
and supporting tools. The proposed model is defined at an
abstract level and missed some critical aspects such as change
evaluation, change implementation, and change verification
and validation. They only discussed change categorization,
change implementation decision, and traceability.

C. NEED FOR EVIDENCE-BASED STUDY TO IDENTIFY
CHALLENGES OF RCM FOR GSD PROJECTS

Nowadays, the central role of software intensive systems in
everyday life emphasis the need of evidence-based software
engineering (EBSE). EBSE helps researchers to ensure that
their research is addressing the needs of industry practitioners
and all concerned stockholders, and it also helps practitioners
to make rational decisions about new techniques and emerg-
ing technology [36], [37]. Many researchers have performed
empirical studies to understand the factors and challenges
related to GSD. More recently, several systematic literature
reviews and mapping studies has been carried out in the area
of GSD. For example, Kroll et al. [38] conducted an SLR
to review the challenges and best practices associated with
GSD process. In another study, Niazi et al. [20] presented
an SLR to discuss the challenges and best practices related to
project management of GSD projects, and Hanssen et al. [39]
conducted an SLR to study the application of agile method-
ologies in GSD projects.

Effective software requirements management is a key fac-
tor in work distribution and plays a critical role in system
success [40]. Jayatilleke and Lie [12] conducted an SLR to
investigate existing research/literature on causes of changes,
processes, and techniques designed to manage requirements
change. Formal and semi-formal processes of RCM have
been critically evaluated. Similarly, Khan er al. [41], [42],
used techniques such as SLR and questionnaire to investigate
the communications risks of RCM process in GSD projects.
They reported that, in the presences of geographical, socio-
cultural, and temporal differences, communication and coor-
dination is crucial in RCM process of globally distributed
projects. Shafiq et al. [43] presented an empirical study to
explore different aspects of requirements management and
requirement change management in GSD and proposed a
specialized project management technique to handle RCM
problem in GSD projects.

Recently, Akbar et al. [11] conducted an SLR to inves-
tigate the success factors for RCM in GSD. They found
23 success factors including change acceptability, update
requirements, information sharing etc. Similarly, in another
study [44], they conducted SLR to investigate the challenging
factors that negatively impacts RCM in GSD. They identified
15 challenging factors including lack of trust among GSD
sites, etc. Both studies show the practical significance of
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FIGURE 3. Research methodology.

RCM in GSD. However, there are some limitations in their
study. Firstly, their results are more related to project man-
agement perspective [45], and missed the more general RCM
domain; secondly, different project management structures
involve in GSD projects are not discussed in their studies.
Lastly, their research only collected data from literature with-
out considering industry practitioner’s opinions. In another
study [46], they identified some challenges of RCM in GSD;
these challenges includes reusability, change activity
management, software artifacts management, and change
automation. However, they only used ordinary literature
review technique, which is not as systematic as SLR, and
missed some relevant papers.

In Summary, even though some studies have already been
carried out in this area, there are certain limitations that need
to be addressed. First, how are the RCM challenges related
to both in-house and GSD approach? Second, how is RCM
process implemented in context of different project manage-
ment structures such as distributed and centralized, largely
followed in GSD projects? In this study, we will analyze
practitioner’s feedback and report results to answer these two
open questions.

Ill. RESEARCH METHODOLOGY

We used two step approach to conduct this research as
shown in Figure 3. In the first step, we used SLR tech-
nique to survey the literature published in the public
domain and identify key challenges that impact RCM in in-
house software development (RQ1), and additionally chal-
lenges that impact RCM in GSD (RQ3). In the second
step, we used the results from the first step to develop
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questionnaire survey and collect feedback from industry
practitioners (RQ2, RQ4). After that, we analyzed industry
practitioners’ feedback to explore different aspects of RCM
challenges both in in-house and GSD paradigm (RQS5 and
RQ6). Finally, we compared the data collected from the first
two steps. (RQ7).

A. DATA COLLECTION VIA SYSTEMATIC LITERATURE
Systematic literature review is the most commonly used
approach of evidence-based software engineering [37]. SLR
is formally planned and systematically executed, and it pro-
vides guidelines to identify, analyze and interpret all avail-
able evidence with reference to specific research question
[47], [48]. SLR is recommended to review published liter-
ature; it helps to collect evidence and identify research gaps
through well-defined process. In this research, we followed
Kitchenham and Charters [49] guidelines to execute an SLR
process that contains three main phases: defining a protocol,
conducting the protocol, and reviewing the protocol. In the
first step, an SLR protocol was written to outline the complete
process, and our protocol consisted of following elements,
(1) identification of research questions, (ii) search strategy,
(iii) study selection, (iv) quality assessment, and (v) data
extraction and synthesis. The first element has been intro-
duced in the introduction section, and the other elements are
included in following parts of this section. The SLR was
undertaken by a team of three researchers, one student and
two academic staff members. To reduce personal biasness
and improve SLR results reliability, inter-rater reliability test
(Kendall’s coefficient of concordance (W)) [50] was per-
formed in all study selection phases.
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TABLE 1. Keyword synonyms.

Keyword Synonyms

Challenges Challenges, problems, difficulties, complications,
obstacles, barriers, hurdles, risks

Requirement Requirement change, requirement volatility, re-

Change quirement creep, requirement change management,

Management  requirement change difficulties, requirement change
analysis, requirement change identification/type, re-
quirement change models/processes

Global Global software development, global project man-

Software agement, GSD, Offshore software development,

Development

distributed software development, offshore out-
sourcing global software engineering, distributed
software engineering, GSE

In-house In-house software development, Onshore software
software development, onsite software development
development

1) SEARCH STRATEGY
The search strategy for the SLR is based on the following four

steps.

)

2)

3)

Construct search terms by identifying keywords from
population, intervention, outcome and experimental
design [49]. The results are:

Population: Global software development, In-house
software development.

Intervention: Requirement change management chal-
lenges or barriers.

Outcome: List of challenges in RCM of in-house and
GSD projects.

Experimental design: Systematic literature review,
empirical studies, expert opinion.

Find synonyms of keywords. We used well reputed aca-
demic electronic databases to validate our keywords.
The list of potential synonyms of each keyword is
shown in Table 1.

Use boolean operators to connect major terms. In this
step, we used Boolean operator OR to connect syn-
onyms of each keyword and AND operator to connect
major terms or keywords.

CHALLENGES: “Challenges” OR “problems” OR
“difficulties” OR “‘complications”” OR “‘obstacles”
OR “barriers”” OR “hurdles” OR “risks”
REQUIREMENT CHANGE MANAGEMENT:
“Requirement change” OR “Requirement Volatility”
OR “Requirement Creep” OR ‘“‘Requirement Change
management” OR “Requirement change difficulties”
OR” Requirement change analysis” OR ‘“Requirement
change identification/type” OR “‘requirement change
models/processes”’

GLOBAL SOFTWARE DEVELOPMENT: ‘“Global
software development” OR “‘global project manage-
ment” OR “GSD” OR “Offshore software develop-
ment” OR “distributed software development” OR
“offshore outsourcing” OR “Global Software Engi-
neering” OR “Distributed Software Engineering”
OR “GSE”

116590

4)

IN-HOUSE SOFTWARE DEVELOPMENT: “In-
house software development”” OR Onshore software
development” OR “‘onsite software development”
By using AND operator, we define search strings for
both in-house RCM process challenges and RCM chal-
lenges in GSD context.
For RCM challenges in
development:
“Challenges” OR “‘problems” OR “difficulties” OR
“complications” OR “‘obstacles” OR “barriers” OR
“hurdles” OR “risks”” AND
“Requirement change OR “Requirement Volatility”
OR “Requirement Creep” OR ‘“‘Requirement Change
management” OR ‘“Requirement change difficulties”
OR” Requirement change analysis” OR ‘“Requirement
change identification/type” OR “‘requirement change
models/processes” AND
“In-house software development” OR Onshore soft-
ware development” OR “‘onsite software develop-
ment”’
For RCM challenges in GSD context:
“Challenges” OR “problems” OR “difficulties” OR
“complications” OR “‘obstacles” OR *“‘barriers” OR
“hurdles” OR “‘risks” AND
“Requirement change” OR “‘Requirement Volatility”
OR “Requirement Creep” OR ‘““Requirement Change
management” OR ‘“‘Requirement change difficulties”
OR’’ Requirement change analysis” OR ‘“Requirement
change identification/type” OR ‘“‘requirement change
models/processes” AND
“Global software development” OR “‘global project
management” OR “GSD” OR “Offshore software
development” OR ““distributed software development”
OR “offshore outsourcing” OR “Global Software
Engineering”” OR “Distributed Software Engineering”’
OR “GSE”
Verify search terms in electronic databases. In this
step, some papers that are relevant to our research
questions used to verify the search terms. The
resources searched in this step include specific
research databases, journals and conference proceed-
ings. Based on the available access, the following
electronic academic databases were used to search
relevant primary studies. Because these research
sources differ in their search mechanisms, we cus-
tomized the search strings listed in previous step
accordingly.

o IEEE Access. https://ieeexplore.ieee.org

o Science Direct. http://www.sciencedirect.com/

o Springer Link. http://link.springer.com/

o ACM Digital Library. http://dl.acm.org

o Google Scholar. https://scholar.google.com/

In-house  software

2) STUDY SELECTION
The inclusion and exclusion criteria were used to select the
primary studies retrieved from the academic databases and
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I[EEE Science
Explorer Direct
60 41

TABLE 2. Quality assessment criteria.

# Questions Possible Answers

1 Is there a rationale for why the study was Y=1 N=0P=0.5
undertaken? [51]

2 Is the research goals are clearly reported? Y=1 N=0P=0.5

[52]

3 Is the proposed technique clearly described? Y=1 N=0 P=0.5
[53]

4 Is the research results clearly described? Y=1 N=0P=0.5
[54]

5 Is there is explicit discussion about the lim- Y=1 N=0 P=0.5
itations of this research? [55]

Step 1: Running search
strings on academic  [~"""7C >
= 4
databases Total
N=184
Step 2: Selection based “ _______ >
on titl e and ahstract ‘> h J
=83
First Review Sdection
Step 3: Duplications are ™. _______ -
excluded . J
=76
Step 4: Full paper e >
reading ¥
Second Review Sdection N=30
Step 5: Quality  L_______ >
assessment criteria ’- ¥
N=40
r |
Step 6:(Snowballing)
Scan the references of N=3
papers selected in step 5
Final Selection
Final Selection N=43 N

FIGURE 4. SLR process steps and number of studies in each step.

other electronic resources. The primary studies published or
available online before 30, June 2018 were included in this
research. The criteria used for including and excluding the
primary studies are as follows:
Inclusion criteria:
o Publications that directly linked to our research
questions.
o In case of duplications, the most completed version is
included.
« Publication written in English.
Exclusion criteria:
o Peer-reviewed papers only- we excluded position
papers, keynotes, panel discussions, editorials etc.
« Publications written in non-English.
« Publications without bibliographic information.
The number of studies selected at each stage of this SLR
is shown in Figure 4. In the start, the search strings
were executed on selected digital libraries, and 189 studies
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were retrieved. In the second step, 89 studies were selected
based on paper title and abstract. The studies that cannot be
decided based on their titles and abstracts are also retained
for the next round of inspection. In the next step, duplicate
studies (13) were excluded. In the fourth step, we shortlisted
50 out of 76 primary studies based on the full paper text.
we only included the papers that are relevant to our research
questions. In the next step, 40 studies were shortlisted based
on quality assessment criteria. In the sixth step, we applied
snowballing technique [56] to scan the references of the
40 papers selected in order to select more relevant studies.
We found 15 more papers and we applied the same selection
process on them and finally 3 papers were selected as primary
studies. Unique identifiers were assigned to all papers, which
are listed in Appendix A. A quality assessment had been
applied for all the papers. The quality assessment evaluated
the credibility and relevance of primary studies. The ques-
tions used to assess the quality of primary studies are shown
in Table 2.

3) DATA EXTRACTION AND SYNTHESIS

In the data extraction step, two authors extracted the data
using a pre-designed data extraction form and the third author
validated the extracted data. A coding scheme based on
grounded theory [57] was used to review the literature and
conceptualize the RCM challenges.

We identified, labelled and grouped the related challenges
to general categories and calculated the frequency. Further-
more, similar or related challenges were semantically com-
pared and grouped under relevant categories.

Data Synthesis was performed and a list of RCM chal-
lenges from selected 43 studies were created. Initially
18 challenges for RCM process in in-house software devel-
opment and additionally 6 RCM challenges for GSD were
identified and are shown in appendix B.

Three researchers carefully reviewed the identified list of
challenges and tries to reduce any biasedness and improve
results validity independently. The initial list of 24 challenges
were carefully reviewed and grouped into 12 main categories.
The grouping of challenges was done based on the context
in which those challenges were discussed in primary studies.
For example, “impact analysis’ and “‘change consequences”
were grouped together in one category, as they were discussed
in the same context of impact analysis.
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B. DATA COLLECTION VIA QUESTIONNAIRE SURVEY

An empirical survey is an appropriate research methodology
for collecting qualitative and quantitative data from a large
group of participants by using techniques such as question-
naire or interviews [58], [59]. Based on the SLR results,
we developed a questionnaire survey to ask industry profes-
sionals about the challenges that affect the RCM process in
general (in-house) and specially in GSD projects according
to their own experience. The questionnaire was designed
to elicit importance about RCM challenges from industry
professional’s perspective. The participants were asked to
note each challenge’s relative importance as either strongly
agree, agree, disagree, or strongly disagree. The survey par-
ticipants who are using GSD as development approach were
also asked what are their project management structure, either
distributed with local coordinators or centralized which is
normally used in GSD projects? Furthermore, participants
can provide comments or add additional challenges through
open-ended questions.

The questionnaire survey was firstly tested through a pilot
study involving a list of five professionals from different
organizations. Based on this pilot study, the final version of
questionnaire survey was developed, as shown in appendix C.
The questionnaire survey was divided into three sections:
section one is related to demographic data, section two lists
the challenges of RCM process in in-house software develop-
ment, and section three presents the RCM challenges related
to GSD projects. The participants were informed that the data
would only be accessible to research team and only be used
for research purposes.

1) DATA SOURCES AND ANALYSIS

In this study, the software industry practitioners who involve
in managing GSD projects were the target population, how-
ever, it is always a challenging task to find suitable popula-
tion frame for questionnaire survey [60], [61]. Snowballing
technique [62] is used to address this difficulty and recruit
participants for the questionnaire survey of this study. The
research teams’ personal contacts, LinkedIn groups were the
initial potential participants and were asked to participate in
this research. Once they agreed to participate, the link to the
web-based survey was emailed to them. In the next step, these
potential participants were asked to send this survey to their
contacts who involved in GSD projects. We invited a total
of 110 practitioners to participate in this research, and 69 of
them completed the survey, giving a response rate of 63%.
The responses correctness and completeness were assured
through a manual review process.

The respondents came from seven different countries
which includes Australia, Pakistan, India, Ireland, Saudi
Arabia, United Arab Emirates, and China. These respon-
dents’ organizations were involved in business intelligence,
data processing, and embedded systems. The respondents’
roles in their organizations ranged from software engineer
to project manager with an average experience of 5 years
in in-house software development and 4 years in GSD.
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The demographics information of all the participants is pro-
vided in appendix D.

The frequency and percentage of each challenge was then
presented in frequency tables. Frequencies were used to com-
pare variables within and across the groups and are useful
for ordinal, nominal and numeric data. Some other statisti-
cal techniques like, chi-square test, t-test of independence
[63], [64] were used to analyze different aspects of partici-
pants of data.

IV. RESULTS

This section discusses the findings of Systematic Literature
Review (SLR) and survey in the context of the research ques-
tions defined in the previous section. In the last subsection,
a comparison of the two data sets is also discussed.

A. SLR RESULTS

The total 43 primary studies were selected from the SLR.
Prior to discussing the SLR findings and analysis for each
research question, we give a through overview of the general
characteristics of primary studies.

1) OVERVIEW OF THE STUDIES

This subsection presents general characteristics of primary
studies, including year of publication, type of source, and
research method.

Figure 5 shows the number of selected studies published
per year from 1996 to 2018. In the context of publication
years, it is noteworthy that research related to RCM gained
attention after 2005. We could find only three papers pub-
lished in this domain before 2005. Another worth mentioning
point is that at least one journal paper was published every
year after 2008 except 2015. Lastly, we found 6 studies
in 2017 and 3 studies in the first six months of 2018, which
reflects researchers’ growing interest in RCM domain. In the
context of source type, the majority of the studies are confer-
ence papers (53%; 23 studies), followed by journal publica-
tions (40%; 17 studies), and book chapters (7%; 3 studies).

Figure 6 presents the distribution of published stud-
ies across empirical research methodologies. The primary
studies selected in this research used different research
strategies (literature review, case study, SLR, and sur-
vey/interview), which are commonly used in empirical soft-
ware engineering domain [65], [66]. The results depict
that the majority of study methodology was case study
(63%; 27 studies) for empirical investigation, followed by
survey/interview (16%; 7 studies), literature review (14%;
6 studies), and SLR (7%; 3 studies). It is also worth
mentioning that empirical investigation, through sur-
vey/interview with industry professionals, has gained atten-
tion during the past half a decade, that means the importance
of industry practitioners’ feedback in software engineering
research is appreciated by academics. Another important
point that should be emphasized is the absence of SLR. Only
three SLR have been conducted in RCM research.
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In order to reduce researchers’ bias, inter-rater reliabil- reviewers selected a random sample of five primary studies in
ity test was performed. In this process, three independent first selection round and performed initial selection process.
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TABLE 3. Primary studies selection data.

Resource Total First Second Re- Final Selec-
Results Review view Selec- tion
Section tion
IEEE Xplore 60 29 17 16
ACM 15 10 06 03
Science Direct 41 16 11 10
Springer 68 36 16 14
Total 184 89 50 43

TABLE 4. RCM challenges identified via SLR.

Challenge Frequency Percentage
(n=32)

Impact Anaysis 21 67
Cost/Time Estimation 8 25
Artifacts Documents Management 8 25
Requirements Traceability 7 22
Requirements Dependency 5 16
Requirements Consistency 4 12
Change Prioritization 2 6
User Involvement 2 6
System Instability 1 3

Similarly, the same steps were followed in the next rounds
of study selection. We used the non-parametric Kendall’s
coefficient of concordance (W) [50] to evaluate the inter-
rater agreement between reviewers. The W value range from
0 to 1, 1 indicates strong agreement and O indicates perfect
disagreement. The value of W for randomly selected five
studies from the first selection round was 0.84 (p = 0.002).
Similarly, the value of W was 09 (P = 0.04) and
0.95 (p = 0.03) for the next two selection rounds respec-
tively, and in the snowballing process, the W value was
0.97 (p = 0.045). These results indicate strong agreement
between the findings of primary researchers and independent
reviewers.

2) SYSTEMATIC LITERATURE REVIEW FINDINGS OF RCM
PROCESS IN IN-HOUSE SOFTWARE DEVELOPMENT
APPROACH (RQ1)

This subsection discusses the SLR findings related to RQI,
in which we intend to explore the challenges that impact the
RCM process in in-house software development. The initial
automated search resulted 184 papers. During the first review
phase, we reviewed the titles and abstracts of the 184 papers,
and shortlisted 89 papers. In the second review phase, the full
text of the 89 papers were reviewed and selected 50 papers.
Duplicate papers were also removed during this phase. Then
we applied quality assessment criteria listed in Table 2 on
the 50 papers; the papers failed to satisfy minimum quality
score 50% [54] were excluded. The complete list of selected
papers from the SLR and their corresponding quality scores
are given in appendix F. We finally shortlisted 43 papers
shown in Table 3. Among them, 32 papers deal with in-house
(general) RCM challenges and 11 of them with RCM in the
GSD. In this research, we have identified 9 challenges (shown
in Table .4) that impact RCM process in in-house software
development.
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Among the challenges, the most cited challenge for RCM
process in in-house context is impact analysis (67%). In RCM
process, once proposed change has been identified, further
analysis is required to understand the consequences of
requested change on the software system, such as new system
states, consistency with existing business goals and impact
on other operational constraints [7], [67]. Bohner and Arnold
defined impact analysis as “‘the activity of identifying con-
sequences, including the side effects and ripple effects of a
change” . Impact analysis helps to understand the protentional
effects of requested change before the actual change is imple-
mented [69]. Incorrect understanding of a proposed change
could increase project cost or even leads to system failure.

Cited by 25% of the primary studies, cost and time estima-
tion, which is usually carried out at the beginning of a project,
is a critical aspect of project management. However, the pro-
posed change also impacts the defined project schedule and
estimated cost and introduce extra cost to implement the
requested change. Cost and time estimation are collectively
considered as effort estimation; however, the transformation
of these aspects with each other is not a straight forward
process [70], [71]. The first step of this process is to cal-
culate the software size, which is the most important aspect
impacting effort estimation. Different techniques, such as
functional point analysis and line of code etc., can be used
to calculate software size [72]. After that, man hours are
calculated based on project size, and lastly the number of
man hours is multiplied by an hourly rate to calculate the total
effort required to implement the proposed change.

Artifacts documents management is another key challenge,
which is studied and cited by 25% of existing research. Soft-
ware Development Life Cycle (SDLC) consists of several
phases and each phase output, such as specification doc-
ument, and design document, etc.) is recorded as a phase
product. In RCM process, each phase product requires mod-
ification as a result of the proposed change, in order to
maintain consistency across all artifact documents [73]. The
management of SDLC phases product, such as requirement
document, design document, source code, and testing doc-
ument, is crucial, especially if a change occurs in the late
phases of SDLC, such as during testing.

Requirements traceability is another key challenge faced in
RCM process cited by 22% of primary studies. Requirements
traceability can be formally defined as ““the ability to describe
and follow the life of a requirement in both forward and back-
ward direction” [74]. Traceability analysis is one of the effi-
cient ways to understand the impact of proposed change and is
used for impact analysis [75]. Requirements traceability also
helps to understand the dependency between requirements,
which is another key challenge of RCM process, and it was
cited by 16% of primary studies.

Requirements consistency is another key challenge that
impacts RCM process, cited by 12% of the primary studies.
Consistency analysis happens during the change analysis
phase, which is usually executed after change identification.
Requirements consistency can be defined in a number of
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TABLE 5. RCM challenges analysis in the context of empirical studies.

Empirical Studies Classification

Challenge Case Study  Survey/ In- SLR Literature Primary Studies

terview Review
Impact Anaysis 13 3 1 4 A2, A9, A10, Al1, A12, A13, Al4, A15, A17, A20, A22, A23,

A24, A25, A30, A31, A32, A33, A34, A35, A39

Cost/Time Estimation 3 1 1 3 A2, A3, A10, Al4, A20, A25, A33, A43
Artifacts Documents Management 5 1 0 2 A6, A10, Al16, A23, A24, A28, A32, A43
Requirements Traceability 5 1 0 1 Al, A17, A27, A31, A33, A34, A35
Requirements Dependency 3 0 0 2 A2, A5, A9, A13, A25
Change Prioritization 2 0 0 0 Al, A2
User Involvement 0 0 1 1 Al6, A20
System Instability 0 0 1 0 A20

ways, such as “not two or more requirements in a specifi-
cation contradict with each other” [76], and “‘requirements
should be understood precisely in the same way to every
person who reads it” [77]. Researchers have used a num-
ber of techniques (including semi-formal i.e. using UML
diagrams, formal i.e. first order logic, and pure logic etc.)
to address this issue. In requirement evolution, either new
requirements, or changes in existing requirements make
requirements consistency one of the major issues in this
process [78].

Change prioritization cited by 6% of the primary studies,
is crucial to meet deadline and business goals. Every sys-
tem requirement contributes to strategic business goals and
deliver some financial value to the organization. Prioritization
is measured based on the urgency, impact, and risk involved
with the proposed change. Prioritization of proposed changes
is very important in RCM, particularly when strategic busi-
ness goals are depended on a given time frame [79].

User involvement is another key challenge of RCM, that
is cited by 6% in existing research. According to standish
report (2014), user involvement is top ranked software project
success factor among other 10 success factors [5]. RCM
requires user feedback, especially when the requested change
proposed by one of the system users. User involvement plays
a critical role in successful execution of an RCM process and
ultimately in project success [81]. Finally, system instability
is another key challenge that impacts the RCM process and
referenced in 3% of the primary studies. A requested change
can be easily handled before a system is put in the live envi-
ronment, however, the RCM process becomes cumbersome,
when the system is already in live environment. The key suc-
cess indicator of an RCM process is to provide uninterrupted
services to the customers during change implementation
process.

Table 5 presents RCM challenges in in-house software
development, their source primary studies, and the corre-
sponding empirical study strategies. In our study, the impact
analysis is the highest cited challenge. We found 62% out
of 21 papers that mentioned impact analysis as a key chal-
lenge faced in RCM process using case study for empirical
investigation. Similarly, other empirical techniques, such as
survey/interview, literature review, and SLR, were used by
14%, 19%, and 4% of the primary studies for empirical
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TABLE 6. RCM-GSD challenges identified via SLR.

Challenge Frequency Percentage
(n=11)

Communication and Coordination 10 91

Knowledge Management and 8 73

Sharing

Change Control Board Manage- 2 18

ment

investigation respectively. Cost/time estimation is the second
most cited challenge, and 38% of the primary studies that
listed cost/time estimation as a key challenges of RCM pro-
cess used case study and literature review for empirical inves-
tigation. Oher empirical techniques, such as interview/survey
and SLR were used by 12% of the primary studies for empir-
ical investigation.

3) SYSTEMATIC LITERATURE REVIEW FINDINGS

of RCM IN GSD CONTEXT (RQ3)

This subsection discusses the challenges that specifically
impact RCM in GSD (shown in Table 6). In the previous
subsection, we have identified nine challenges, which are
general RCM challenges and related to in-house software
development. In this subsection, we discuss three more chal-
lenges that are only relevant to RCM in GSD. In total, we need
to consider twelve challenges, while implementing proposed
changes in GSD. The GSD has been increasingly used for
developing software systems efficiently and effectively by
capitalizing the talent pool across the world [82]. However,
there are certain issues, such as time zone difference etc., that
overshadow these benefits.

In our study, communication and coordination, cited by
91% of the primary studies, is the highest cited challenge that
impacts RCM in GSD. Ineffective communication in soft-
ware development process is one of main reasons for software
projects failure [83]. In GSD, communication and coordi-
nation are usually discussed in two different contexts; one
is communication between different team members working
on system development and the other one is communication
between client and development teams [84]. The geograph-
ical, cultural, and social differences makes communication
and coordination process more difficult while implementing
RCM in GSD projects [42].
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TABLE 7. RCM-GSD challenges analysis in the context of empirical studies.

Empirical Studies Classification

Challenge Case Study  Survey/Interview SLR Literature Primary Studies
Review
Communication and Coordination 6 2 2 0 A4, A18, A19, A21, A26, A29, A36, A37, Adl, A42
Knowledge Management and Sharing 6 1 1 0 A4, A18, A21, A36, A37, A38, Adl, A42
Change Control Board Management 1 1 0 0 A21, A29

Knowledge management and sharing, cited by 73% of
the primary studies, is another key challenge that impacts
RCM in GSD. In RCM, the development teams may reside
in different parts of the globe, work on the same proposed
change, and need to access software artifacts with precise,
accurate, and unified understating. The geographical and
cultural differences between development teams and clients
makes this process very cumbersome [85]. The development
teams also need to communicate and collaborate with the
client who propose new requirements or modify existing
requirements.

Finally, change control board management, cited by 18%
of the primary studies, is another challenge that impacts an
RCM process in GSD projects. In in-house software devel-
opment, project managers, along with other members, act as
a change control board and accomplish the proposed change
approval process. However, In GSD, projects are usually
managed under one of two project management structures:
centralized or distributed with local coordinators and the
formation of change control board would be different. The
issues, such as who will be included in the CCB and how
CCB will work, need to be addressed for RCM to success in
GSD context.

Furthermore, Table 7 presents RCM challenges in GSD,
their source of the primary studies, and corresponding empir-
ical study strategies. In this research, the communication and
coordination is the highest cited challenge faced in RCM
in GSD. We found 60% out of 10 papers used case study
for empirical investigation, while survey/interview and SLR
where applied by 20% of the papers respectively. Knowledge
management and sharing is the second most cited challenge
and 75% of the primary studies that listed knowledge man-
agement and sharing as a key challenge used case study for
empirical investigation. Oher empirical techniques, such as
interview/survey and SLR, were used by 12% of primary
studies for empirical investigation.

B. QUESTIONNAIRE RESULTS AND ANALYSIS

We conducted a questionnaire survey to compare SLR find-
ings with industry practices. We performed number of differ-
ent analyses based on the industry practitioners’ feedback.

1) INDUSTRY SURVEY FINDINGS OF RCM PROCESS (RQ2)

This subsection presents industry practitioners’ opinions
about RCM challenges. We received feedback from 69 indus-
try practitioner’s and summary of the feedback is shown
in Table 8. The participants’ responses were divided into two
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TABLE 8. RCM process challenges analysis based on questionnaire
survey.

Organizations’ Observation (n=69)

Challenge Positive Negative

SA A %o D SD %
Impact Analysis 23 46 100 0O 0 0
Cost/Time Estimation 30 33 91 6 0 9
Requirements Traceability 16 47 91 6 0 9
System Instability 23 40 91 5 1 9
Requirements Dependency 18 43 88 8 0 12
Change Prioritization 20 37 83 11 1 17
User Involvement 24 31 80 13 1 20
Requirements Consistency 23 31 78 15 0 22
Artifacts Documents Man- 13 41 78 14 1 22
agement

Note: Strongly Agree (SA); Agree (A); Disagree (D); Strongly Disagree (SD)

groups: positives responses and negative responses. Positive
feedback indicates that the listed challenges influence RCM,
while negative feedback shows that the listed challenge has
no impact on RCM. Because these challenges are common to
both in-house and GSD development, we have considered all
participants’ observations in frequency analysis.

More than 90% of the respondents agreed that impact
analysis, cost/time estimation, requirements traceability, and
system instability are the key challenges that impact RCM in
in-house software development. For example, one of the par-
ticipants supported his positive response for impact analysis
with the following comment:

“The success/failure of an RCM process heavily depends
upon the understanding of requested change impact on other
baselines such as cost, time, artifacts documents and other
requirements. We used number of different techniques such
as cross-matrix, trees to understand the impact of proposed
change”. Team Lead Similarly, cost/time estimation is
another key challenge, and received 91% of positive response
from the participants. Cost and time estimations are normally
used interchangeably in software engineering as a key factor
that determines the project success/failure. One of the partic-
ipants supported his response with the following comment:

“Cost/Time estimation is always a challenging task in
software development process, and it becomes more difficult
in the requirement change process. In RCM process, it is
very challenging to estimate time for requested change with
normally used techniques such as functional point analysis,
line of code etc. Therefore, we normally use combination of
different techniques to measure time for proposed change.”
Project Manager The above feedback indicates that there is
need to develop customized technique that can be used in
RCM process.
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TABLE 9. RCM-GSD challenges analysis based on questionnaire
survey data.

Organizations’ Observation (n=69)

Challenge Positive Negative

SA A %o D SD o
Communication and Co- 27 18 100 O 0 0
ordination
Knowledge Management 13 31 98 1 0 2
and Sharing
Change Control Board 17 21 84 6 1 16
Management

Note: Strongly Agree (SA); Agree (A); Disagree (D); Strongly Disagree (SD)

Requirements traceability is another key challenge, and
91% of respondents agreed that it impacts an RCM process.
In industry, some of the participants considered it as a sup-
portive element of impacts analysis, but most agreed that
requirements traceability itself needs attention is RCM, and
it helps to understand the requirement life and scope both
forward and backward direction.

Furthermore, system instability is another key challenge,
and received 91% of positive response. This challenge
becomes more critical if the change request comes after the
system is put in the live environment at the client side. It is
crucial for the vendor to keep the system functioning and to
provide uninterrupted services to the system users and other
stakeholders. One of the participants supports his positive
response with the following comment:

“It is very challenging for us to control behavior of the
system during RCM process. we normally try to implement
proposed change without affecting system working, but we
put system offline, if the requested change impacts key func-
tionally or key requirements of the system.” Development
Lead.

Similarly, requirements dependency, change prioritization,
and user involvement received 88%, 83%, and 80% positive
response respectively. One of the participants support his pos-
itive response about change prioritization with the following
comments:

“It is very important to decide the implementation plan
for proposed change in RCM process, and we usually
use dependency maps to prioritize the requested changes”.
Requirements Manager.

2) INDUSTRY SURVEY FINDINGS OF RCM

IN GSD CONTEXT (RQ4)

This subsection presents industry practitioners’ opinions
about the RCM challenges that are specific to GSD projects.
The listed challenges are additional to the RCM process
challenges discussed in the previous subsection as general
RCM challenges. We received data from a total of 69 industry
practitioners and 45 of them are involving in GSD. A sum-
mary of the data is presented in Table 9.

It is interesting to note that industry practitioners support
our research findings from SLR with two out of three chal-
lenges receiving more than 90% of positive response. All
the participants agree that communication and coordination
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is the key challenge for RCM in GSD. The key difference
between in-house software development and GSD is the geo-
graphical or physical location of development teams, which
makes communication and coordination crucial for project
success in GSD. One of the respondents supported his pos-
itive response with the following comment:

“Communication and coordination is key success factor in
GSD projects. We always try to minimize the impact of time
zone and geographical difference by using variety of commu-
nication media such as teleconferences, instant messaging”.
Project Manager.

Similarly, knowledge management and sharing, and
change control board management received (98%) and (84%)
of positive response respectively from industry practitioners.
One interesting comment we have received as:

“We usually struggled to share and convey the similar
understanding of software artifacts between different devel-
opment teams resides at different part of the globe. We used
different cloud-based tools such as AWS cloud9 for sharing
software artifacts”. Team Lead.

3) INDUSTRY SURVEY FINDINGS ANALYSIS BASED ON
IN-HOUSE AND GSD APPROACH (RQ5)

This subsection discusses industry practitioners’ feedback
on the two widely used software development approaches,
namely in-house software development and GSD. In the sur-
vey, a demographic field asked about experiences with RCM
in both development approaches. We applied the chi-square
test of independence to compare the two categorial values
from a single population. The chi-square results are shown
in Table 10. We analyzed the data based on the following
hypothesis:

Null Hypothesis: There is no significant association
between the identified list of RCM process challenges and
software development approaches.

The comparison of RCM process challenges from the in-
house software development and GSD approach indicates
that there are more differences than similarities, as shown
in Table 10. The p-value for impact analysis, requirement
dependency, requirement traceability, and system instabil-
ity are greater than 0.05, which indicates that there is no
relationship between these RCM process challenges and
development approaches; therefore, we will accept the null
hypothesis.

On the other hand, the p-value for cost/time estimation,
artifacts documents management, requirement consistency,
requirement prioritization, and user involvement are less than
0.05, which indicates that these RCM process challenges
are different in different software development approaches;
therefore, we will reject the null hypothesis. The industry
practitioners’ feedback also reveals that these RCM chal-
lenges require extra effort while working in GSD context.
The results show that 95% of practitioners are either strongly
agreed or agreed that cost/time estimation is more challeng-
ing in GSD, while the same opinion was given by 83% of
practitioners working on RCM problems in in-house
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TABLE 10. Chi square test results of industry data (in-house vs GSD).

Challenge In-house (n=24) GSD (n=45) Chi-square test (linear-by-linear association) a=0.05
SA A D SD SA A D SD X2 df p-value
Impact Analysis 11 13 0 0 13 32 0 0 1952 1 0.162
Cost/Time Estimation 7 13 4 0 23 20 2 0 4493 1 0.034
Artifacts Documents Management 4 10 9 1 9 31 5 0 4993 1 0.025
Requirements Traceability 5 18 1 0 11 29 5 0 0.058 1 0.81
Requirements Dependency 7 12 5 0 11 31 3 0 0387 1 0.534
Requirements Consistency 7 7 10 0 16 24 5 0 3919 1 0.048
Change Prioritization 6 9 8 1 14 28 3 0 5246 1 0.022
User Involvement 6 9 8 1 18 22 5 0 5546 1 0.019
System Instability 7 15 2 0 16 25 3 1 0.049 1 0.825
Note: Strongly Agree (SA); Agree (A); Disagree (D); Strongly Disagree (SD)
TABLE 11. Chi square test results of industry data (centralized vs global project structure).
Challenge Centralized (n=21) Distributed (n=24) Chi-square test (linear-by-linear association) a=0.05
SA A D SD SA A D SD X2 df p-value
Impact Analysis 8 13 0 0 5 19 0 0 1.588 1 0.208
Cost Estimation 9 10 2 0 14 10 0 0 2.026 1 0.155
Artifacts Documents Management 4 16 1 0 5 15 4 0 037 1 0.543
Requirements Traceability 5 14 2 0 6 15 3 0 0.01 1 0.919
Requirements Dependency 6 13 2 0 5 18 1 0 0.022 1 0.882
Requirements Consistency 7 12 2 0 9 12 3 0 0.004 1 0.951
Change Prioritization 5 14 2 0 9 14 1 0 1.249 1 0.264
User Involvement 12 8 1 0 6 14 4 0 4968 1 0.026
System Instability 8 11 2 0 8 14 1 1 0.145 1 0.703
Communication and Coordination 16 5 0 0 11 13 0 0 4205 1 0.04
Knowledge Management and Sharing 4 17 0 0 9 14 1 0 0931 1 0.335
Change Control Board Manage- 11 9 1 0 6 12 5 1 5244 1 0.022

ment

Note: Strongly Agree (SA); Agree (A); Disagree (D); Strongly Disagree (SD)

software development. Furthermore, 89% of the industry
practitioners in GSD are either strongly agreed or agreed
that artifacts documents management is more challenging in
GSD than in in-house software development approach, where
58% practitioners in in-house development gave the same
feedback. Similarly, 89%, 90% and 89% of industry prac-
titioners either strongly agreed or agreed that requirements
consistency, change prioritization, and user involvement are
more challenging while working on RCM in GSD projects,
in contrast to in-house software development, where 58%,
63% and 63% of industry practitioners gave the same opinion
for these three RCM process challenges.

4) INDUSTRY SURVEY FINDINGS ANALYSIS BASED ON
CENTRALIZED AND DISTRIBUTED GLOBAL PROJECT
STRUCTURE (RQ6)

This subsection discusses industry practitioners’ feedback in
the context of global project structures used for GSD projects.
In the questionnaire survey, a demographic field asked for
the corresponding organizational management structure (i.e.
centralized or distributed) mostly followed in GSD projects.
The gathered data reflects the practitioners experience for
centralized and distributed structured organizations. In the
survey, we received data from a total of 69 participants, and
45 of them are working in GSD. In GSD, 21 of them are
working in centralized structure and 24 are working in dis-
tributed with local coordinators project structure. We applied
the chi square test of independence on those 45 participants’
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feedback to compare the two categorical variables (central-
ized or distributed) from a single data set. Chi square results
are shown in Table 11. We analyzed our data based on the
following hypothesis:

Null Hypothesis: There is no significant association
between the identified list of RCM process challenges and
GSD project management structure.

A comparison of both general RCM challenges and chal-
lenges specific in GSD, from the centralized and distributed
project management structure, indicates that there are more
similarities than differences between the two GSD project
management structures. The p-value for impact analysis,
cost/time estimation, requirement traceability, artifacts doc-
uments management, requirement dependency, requirement
consistency, change prioritization, system instability, and
knowledge management and sharing is greater than 0.05.
Therefore, we accept the null hypothesis and infer that these
RCM challenges are independent to the two different project
management structures.

On the other hand, the p-values for user involvement, com-
munication and coordination, and change control board man-
agement are 0.026, 0.040, and 0.022 respectively. The p-value
for user involvement, communication and coordination, and
change control board management is less than 0.05, which
indicates the significance of the results; therefore, we reject
the null hypothesis. The 95% of industry practitioners who
adopted centralized project management structure are either
strongly agreed or agreed that user involvement is more
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TABLE 12. Comparison of two data sets of RCM process challenges.

Challenge SLR % Rank SA % Rank
(n=32) (n=69)

Impact Analysis 21 67 1 23 33 3
Cost/Time Estimation 8 25 2 30 43 1
Artifacts Documents Man- 8 25 3 13 19 9
agement

Requirements Traceability 7 22 4 16 23 8
Requirements Dependency 5 16 5 18 26 7
Requirement Consistency 4 12 6 23 33 5
Change Prioritization 2 6 7 20 29 6
User Involvement 2 6 8 24 35 2
System Instability 1 3 9 23 33 4

TABLE 13. Comparison of two data sets of RCM-GSD challenges.

Challenge SLR % Rank SA % Rank
(n=11) (n=45)

Communication and Coor- 10 91 1 27 60 1

dination

Knowledge  Management 8§ 73 2 13 29 3

and Sharing

Change Control Board 2 18 3 17 47 2

Management

challenging compared with distributed project management
structure, where 80% of industry practitioners gave the same
opinion. Furthermore, 95% of industry professionals who
followed centralized project management approach are either
strongly agreed or agreed that change control board manage-
ment is more challenging than in distributed project man-
agement structure, where 75% of industry practitioners give
the same opinion. Similarly, 100% of industry practitioners
are either strongly agreed or agreed that communication and
coordination is a challenging factor in both centralized and
distributed project management structures followed in GSD
projects.

5) COMPARISON OF TWO DATA SETS (RQ7)

This subsection compares the two data sets from SLR and
the survey using T-test of independence. In previous sections,
we discuss the list of challenges that impacts the RCM pro-
cess in in-house, and RCM in GSD from both the published
literature and the survey. In the survey, the participants were
asked to give their opinion for each challenge by choos-
ing one of the four options: strongly agree, agree, disagree,
or strongly disagree. In Table 12, we present the rank of each
RCM process challenge based on the SLR and the survey
results. We only take percentage of strongly agreed option
from the survey results. Furthermore, Table 13 shows each
RCM challenge in GSD context and questionnaire survey
results.

The comparison shows that there are some similarities and
differences between SLR and the survey results, as shown
in Table 12. A critical analysis of two data sets shows that
the researchers and industry practitioners agree on the key
challenges that impact RCM process in in-house and RCM in
GSD. The majority of the RCM process challenge identified
from the literature received the similar response from indus-
try practitioners. However, artifacts documents management
ranks third in SLR data, while ranks ninth in the survey data.
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TABLE 14. Group statistics of RCM-in-house challenges.

Type N Mean Std. Deviation — Std. Error
Mean
Challenge SLR 9 20.22 19.44 6.48
Survey 9 30.44 17.13 2.38

TABLE 15. Group statistics of RCM-GSD challenges.

Type N Mean Std. Deviation — Std. Error
Mean
Challenge SLR 3 60.67 38.03 21.96
Survey 3 45.33 15.57 8.99

Furthermore, user involvement ranks 8th in SLR data, but
ranks 2nd in questionnaire data. Similarly, system instability
ranked ninth in SLR data but ranked fourth in question-
naire data. Furthermore, the list of challenges particularly in
GSD received a similar response from industry practition-
ers, as shown in Table 13. However, change control board
management ranked third in SLR data, but ranked second in
questionnaire data. We applied independent t-test to quantify
the significance of similarities between the challenging factor
identified from SLR and questionnaire survey. Our hypothe-
sis is as follows:

Null hypothesis: The population variances of two data sets
(SLR and questionnaire survey) are equal.

In this study, we have two data sets (data from the SLR
and data from the survey) for two different categories (general
RCM challenges and challenges for GSD only). Accordingly,
we performed two different independent t-test to compare
both data sets for both categories. The descriptive statistics
of the two data sets used for this study for both categories
are shown in Table 14 and Table 15 respectively, whereas
Table 16 and Table 17 show the independent sample t-test
results.

The t-test assumes that the variability of each group is
approximately equal. This assumption will be verified by
using Levene’s test significant level; as the p-value of Lev-
ene’s test for general RCM is greater than 0.05 (0.142>0.05);
therefore, this assumption is verified. Now we will analyze
the p-value of t-test for equality of means against equal
variance assumed, and the p-value of test is 0.158 as shown
in Table 16, which is greater than 0.05. As a result, we will
accept our null hypothesis and conclude that these two data
sets (SLR and questionnaire survey) tend to be very close to
each other, and the difference in the both data sets is simply
a result of statistical factors.

Similarly, the p-value of Levene’s test for RCM challenges
in GSD context is greater than 0.05 (0.153>0.05): therefore,
this assumption is verified. Now we will analyze the p-value
of t-test for equality of means against equal variance assumed.
The p-value of t-test is 0.553, as shown in Table 17, which
is greater than 0.05. As a result, we will accept our null
hypothesis and conclude that these two data sets (SLR and
questionnaire survey) tend to be very close to each other,
and the difference in the both data sets is simply a result of
statistical factors.
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TABLE 16. Independent samples t-test of RCM-in-house challenges.

Equality of Variances

Levene’s Test for | t-test for Equality of Means

F Sig ¢ daf Sig. Mean Std. Error 95% Confidence Interval of the Dif-
: (2-tailed) Difference  Difference  ference
Lower Upper
Equal  variances 2.37 0.142 -1.48 16 0.158 -10.22 6.902 -24.85 441
Challenge
assumed
Equal  variances -1.48 10.1 0.169 -10.22 6.902 -25.58 5.13
not assumed
TABLE 17. Independent samples t-test of RCM-GSD challenges.
Levene’s Test for | t-test for Equality of Means
Equality of Variances
F Sig ¢ df Sig. Mean Std. Error 95% Confidence Interval of the Dif-
: (2-tailed) Difference  Difference  ference
Lower Upper
Equal  variances 3.11 0.153 0.646 4 0.553 15.33 23.73 -50.54 81.21
Challenge
assumed
Equal  variances 0.646 2.65 0.570 15.33 23.73 -66.10 96.77

not assumed

TABLE 18. Summary of results.

Research question

RQ1: What are the challenges
of Requirement Change Manage-
ment process in in-house software
development as commonly studied
in the literature?

RQ3: What are the challenges

Summary of answers

o Impact analysis

of Requirement Change Manage- o Communication and coordi-
ment process in GSD projects, as nation

commonly studied in the litera- e Knowledge  management
ture? and sharing

RQ7: Are there differences be- Researches and  practitioners
tween the challenges identified agreed that impact analysis and
from the literature and question- cost/time  estimation  impact
naire survey? RCM process in in-house and
additionally communication and
coordination and  knowledge
management and sharing impact
RCM process in GSD domain

V. DISCUSSION

A. CRITICAL RCM CHALLENGES

In this research, we identified a list of challenges that impact
RCM in both in-house and GSD approach. To analyze the
significance of challenges, we used the following criteria: the
challenge is critical if it is cited in literature with frequency
of greater than or equal to 50%, and similarly, a challenge
considered significant, if it is answered as strongly agree by
more than 90% of the survey participants. The similar criteria
are followed in existing research [40], [86], [87]. Table 18
summarizes the key findings of this research based on the
literature and industry feedback. In RQ1, we identified only
impact analysis as a critical challenge that impacts RCM
in in-house software development context, however, there
are some other challenges such as cost/time estimation and
artifacts documents management which have frequency 25%
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and cannot fulfil the criticality criteria but important for RCM
process [12]. With reference to RQ2, no RCM process chal-
lenge have a frequency greater than 90%, however, cost/time
estimation have 43% positive response from industry prac-
titioners and important in RCM. It is also worth mention-
ing that, user involvement received second highest positive
response from industry practitioners as compared to literature
with ranked at the 8th position. In summary, impact analysis,
cost/time estimation, artifacts documents management and
user involvement are the key challenges that are important
and should be managed with high priority in RCM in in-house
software development approach.

Furthermore, in RQ3, communication and coordination
and knowledge management and sharing are cited in more
than 50% of primary studies and important for RCM in GSD
context [41]. On the other hand, in questionnaire survey
(RQ4), although no challenge satisfies the criticality criteria
however, it is wort mentioning that, change control board
management received 47% of positive response and ranked
2nd as compared to literature where only two primary studies
cited as a key challenge. In summary, all three challenges
are important and should be considered while implementing
RCM in GSD context. With reference to RQ7, the results indi-
cate that industry practitioners are in aligned with research
and reveals that impact analysis, cost/time estimation are key
challenges of RCM process in inhouse and additionally com-
munication and coordination and knowledge management
and sharing are the challenging factor faced during RCM in
GSD domain.

B. SOFTWARE DEVELOPMENT APPROACH-BASED
ANALYSIS

In-house software development and GSD are the two most
widely followed development approaches in software devel-
opment industry. It is interesting to note that, the existing
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TABLE 19. Comparison of two data sets for RCM-In-house challenges.

Challenge In- % Rank GSD n45 Rank
house
n=24
Impact Analysis 11 46 1 13 29 6
Cost/Time Estimation 7 29 2 23 51 1
Requirements Dependency 7 29 3 11 24 7
Requirement Consistency 7 29 4 16 35 3
System Instability 7 29 5 16 35 4
Change Prioritization 6 25 6 14 31 5
User Involvement 6 25 7 18 40 2
Requirements Traceability 5 21 8 11 24 8
Artifacts Documents Man- 4 17 9 9 20 9

agement

literature discusses RCM process only in the context of in-
house software development, and there is a lack of research on
how these challenges affect RCM process in GSD paradigm.
The questionnaire-based survey presented in this research
is the first attempt to address the important research gap
identified in SLR.

In RQ5, we have tried to understand the characteristics
of different RCM challenges when they are implemented
in GSD paradigm. In the questionnaire survey, we received
data of 24 participants who are using in-house software
development paradigm and 45 participants who are using
GSD paradigm. Accordingly, we have compared survey data
between the two development approaches. The chi-square test
results indicate that, there are more differences than simi-
larities between the RCM process development approaches.
The influence of impact analysis, requirements dependency,
requirements traceability, and system instability remain
same regardless of development approach. On the other
hand, cost/time estimation, requirement consistency, change
prioritization, artifacts documents management and user
involvement are more challenging in GSD than in in-house
software development. We believe that this is due to the fact
that to exchange and to synchronize information is much
more difficult in GSD than in in-house software development.
For example, cost/time estimation is heavily influenced by
different time zones of GSD teams which is not true in
in-house software development. Furthermore, requirements
consistency, and artifacts documents management require
proper coordination and precise understanding of the system
requirements and other software artifacts between teams.
Therefore, it is more challenging in GSD due to cultural,
geographical differences. Similarly, user involvement can be
easily managed in in-house software development paradigm
where teams are resides at one physical location as compared
to GSD paradigm in which teams are working in different
time zones.

Moreover, we have ranked RCM challenges based on
the feedback received from both type of participants as
shown Table 19. It is worth mentioning that, most chal-
lenges are relatively equally important and have same rank
in both development approaches, except impact analysis
which ranked the Ist in in-house software development
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while ranked the 6th in GSD. Similarly, user involve-
ment ranked 7th in in-house software development while
ranked 1st in GSD paradigm data. In summary, these results
present the relative importance of RCM challenges in both
development approaches. Impact analysis and cot/time esti-
mation are more important in in-house software develop-
ment as compared to GSD in which user involvement,
cost/time estimation and requirement consistency are more
important.

Furthermore, software methodologies such as lean, agile,
iterative and waterfall are widely used in software devel-
opment industry. Lean and agile methodologies are more
successful as compared to iterative and waterfall [88], [89].
In this study, we performed comparatives analysis between
RCM challenges and most widely used software development
approaches namely in-house software development and GSD.
However, there is a need to explore how RCM will be imple-
mented, when these development methodologies (lean, agile,
iterative, and waterfall) will be followed in in-house software
development and GSD.

C. GLOBAL PROJECT MANAGEMENT

STRUCTURE-BASED ANALYSIS

In RQS5, we have investigated the association of RCM pro-
cess challenges and development approaches namely in-
house software development and GSD paradigm. In RQ6,
we have further analyzed RCM challenges based on
different project structures in GSD. The management struc-
ture of GSD projects can be either centralized or dis-
tributed with local coordinators based on the project size,
complexity and other factors [13]. It is important to
note that, the existing literature discuss RCM for general
project management approach followed in GSD projects
and there is a lack on how these challenging factors
are impacted by different project management structures.
The industry practitioners feedback collected through our
survey assists us to address this research gap identified
in SLR.

In RQ6, the survey results indicate that there are more sim-
ilarities than difference between RCM challenges in different
project management structures. Most challenges have same
impact on RCM process regardless of management struc-
ture except user involvement and change control board man-
agement, which are more challenging in centralized project
management structure as compared to distributed structure.
We believe that this is due to the difference between cen-
tralized and distributed project management structure fol-
lowed in GSD projects. For example, in a distributed project
structure, user will communicate with one person on each
site, who works as the site coordinator and is responsible
to communicate and collaborate with the project manager.
On the other hand, in a centralized project structure, all the
team members working on different sites report directly to the
project manager who is solely responsible for all tasks. There-
fore, all users need to communicate directly with project
manager, who may reside at a different development site with
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a different time zone. Furthermore, communication and coor-
dination are equally important in both project management
structures followed in GSD projects.

D. IMPLICATIONS OF THIS RESEARCH

The objective of this study is to identify the similarities and
differences of RCM challenges between in-house software
development and GSD approach. Furthermore, we analyze
RCM challenges in the context of project management struc-
tures followed in GSD. Based on these two-comparative
analyses, the recommendation for researchers and practition-
ers are as follows:

1) In in-house software development, impact analysis,
cost/time estimation, and artifacts documents man-
agement are more important, and project managers
should give more attentions on those challenges in
RCM.

2) Impact analysis is one of the key challenges reported
by the primary studies. Impact analysis helps to under-
stand consequences of proposed changes. Incorrect
understanding of proposed change consequences may
increase project cost, postpone the delivery, and ulti-
mately cause project failure. We believe that, the use
of formal and semi-formal languages such as descrip-
tion logic and behavior trees will assist researchers
and practitioners to better understand the require-
ments change and develop tools/techniques for impact
analysis.

3) Cost/time estimation is another key challenge that
impacts RCM process. A number of techniques like
function point analysis, line of code etc. are used to
calculate project time and cost at the start of the project.
However, industry practitioners’ data reveals that exist-
ing techniques such as function point analysis, line
of code for software size and cost/time estimation are
not suitable in RCM process. Accordingly. there is a
need to understand and develop techniques that can be
used to estimate and adjust project cost/time because
of proposed requirement changes. Hence, researchers
should pay attention to develop customized techniques
that can be used in RCM for cost/time adjustment and
estimation.

4) Requirement consistency is another key challenge that
impacts RCM process. Requirement consistency may
emerge due to change in existing requirements or
proposing new requirements. Industry survey reveals
that there is a need to develop techniques/tools using
formal languages for this task. We believe that the
use of formal and semi-formal languages such as
description logic and behavior trees could be a suitable
solution.

5) Most of the studies did not consider system instability
as a key challenge for RCM as compared to industry
opinions. Hence, we assert that there is an important
and urgent need for sufficient research to be conducted
to fully understand system instability in RCM.
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6) Communication and coordination, knowledge manage-
ment and sharing, user involvement are the key chal-
lenges and must be managed with high priority in RCM
in GSD projects.

7) Knowledge management and sharing is one of the key
challenges of RCM process in GSD context. The cul-
tural, social and geographical differences make knowl-
edge management more challenging and increase the
need of suitable notation to record the requirements.
We believe that behavior trees, as a semi-formal design
notation, will assist practitioners to convey precise
and clear understanding of system requirements among
GSD teams.

8) The comparative analysis based on industry data
between RCM challenges and software development
approaches lays a foundation for future research direc-
tions. We strongly suggest that, more attention should
be paid by researchers to report RCM process in the
context of different software development approaches.

9) The comparative analysis between RCM challenges
and project structures lays a foundation for GSD practi-
tioners to make better choice of project structure based
on project size and the nature of a project. The GSD
practitioners should consider user involvement and
change control board while using centralized project
structure in GSD projects. This analysis also asserts
GSD researchers to report RCM process in the context
of these two project management structures in GSD
projects.

10) The rank-based analysis lays a foundation for future
research and will help researchers to focus and direct
their research in RCM domain such as develop tech-
niques for higher ranked challenges both in in-house
software development and GSD.

VI. LIMITATIONS

We applied combined SLR and questionnaire approach to
identify key challenges that impact RCM process in both
inhouse and GSD approaches. One limitation of SLR is
incompleteness. The results depend upon the keywords we
used for key terms and publication databases (science direct,
IEEE explorer, springer link, and ACM) used to find primary
studies relevant of our research questions. However, we miti-
gated this risk of incompleteness in the search terms by using
alternative synonyms to build search stings. Furthermore,
with increasing of publications related to this topic, we may
miss some recent publications at the time of consolidating
the results of the SLR. Another possible limitation of SLR
is the frequency calculation of identified challenges. We cal-
culated frequency of each challenges based on the grounded
theory-based coding scheme, which provides an analytical
approach to identify, label and group related challenges into
one category. We used inter-rater reliability tests to reduce the
impact and this limitation and researchers bias. Nevertheless,
we believe that our presented results are comprehensive and
cover most of relevant published literature.
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With respect to the questionnaire survey, one possible
limitation is that some participants may be lack of experi-
ence to respond survey questions. In our study, we try to
choose participants who had either higher degree in computer
science or related fields and experience related to requirement
management in industry projects to mitigate this risk. Another
potential limitation of questionnaire-based study is the ambi-
guity in the survey questions. To minimize this limitation,
the first author is always available on skype and email during
the study to clarify any potential ambiguities. In this paper,
we used standard statistical techniques such as chi-square
test, t-test of independence to either reject or accept the
hypothesis. Furthermore, to mitigate construct validity threat,
we used standard scale in survey design, which is largely used
in reported research [48].

Another potential limitation of questionnaire-based studies
lies in their external validity. This limitation is mainly due
to the low participation rate and difficulty in choosing true
random sample. We address this limitation by using LinkedIn,
mailing list, and industrial contacts, and use snowballing
technique to engage more participants in this study [61];
and finally, we managed to receive 69 useable responses.
Although, this is a low participation rate, but it will help to
understand trends in the data [58]. Therefore, we believe that
our results at least will assist industry practitioners to make
rational decisions during RCM process.

VII. CONCLUSION & FUTURE WORK

Requirement change management is a key activity in require-
ments engineering phase and profoundly determines project
success or failure. The different aspects of RCM chal-
lenges have been explored in existing research, however
the need to understand this process from different devel-
opment approaches such as in-house software development
and GSD, has motivated us to conduct this study. We used
SLR and questionnaire-based survey approaches to identify
the key challenges that impact RCM in both in-house and
GSD.

Through both approaches, we have identified 9 chal-
lenges for RCM process in-house software development and
3 additional challenges that are specific to RCM process in
GSD. Among these challenges, impacts analysis, cost/time
estimation, artifacts documents management, requirements
traceability are top ranked in RCM process in in-house
context, while communication and coordination, knowledge
management and sharing are important in GSD projects.
Furthermore, chi-square test shows that cost/time estima-
tion, requirement consistency, change prioritization, artifacts
documents management, and user involvement are more chal-
lenging in GSD as compared to in-house software develop-
ment. Similarly, user involvement, and change control board
management are more challenging in centralized project
management structure than distributed project management
structure in GSD projects. The t-test of independence used for
comparative analysis of both data sets, reveals that research
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and industry are aligned and share the same opinions regard-
ing challenges that impact RCM.

For future work, we plan to conduct further empirical
study to understand the inter-dependencies between the key
challenges and their impacts on the success or failure of a
project. We also plan to develop techniques to better identify
and manage identified challenges such as impact analysis,
requirement consistency. As a result, the project managers
and development teams can implement RCM in both in-house
software development and global software development more
efficiently and effectively.
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Practitionar's Details

Position/ Job Title:
Experience in Years: -Select Experience—
Email:

Company's country in which it is -Select One--

located?:

Section 1

APPENDIX B
REQUIREMENT CHANGE MANAGEMENT CHALLENGES
CATEGORIES IDENTIFIED VIA SLR

List of challenges for RCM process in in-house software development
Final list of RCM Challenges = RCM Challenges — sub categories

o Impact analysis

Change consequences

Cost estimation

Time estimation

Effort estimation

Change cost

Requirements traceability

Artifacts documents management
Artifacts documents updation

SDLC products management
Documents consistency management
Requirements dependency
Requirements inter-dependency
Requirements consistency

Change conflicts with existing requirements
Change prioritization Change prioritization

User involvement User involvement

System instability o System instability

List of RCM challenges for GSD projects

Communication and coordination
Coordination control

Impact analysis

Cost/Time estimation

Requirements traceability

Artifacts documents manage-
ment

Requirement dependency

Requirements consistency

. . . L)
Communication and coordina-

tion
o Knowledge management
Knowledge management and e Knowledge sharing
sharing o Use of similar terminology
Change control board manage- e Change control board management
ment
APPENDIX C

QUESTIONNAIRE SURVEY

What is primary business function of your company? (you may tick more than one option)

In-house Software development
Outsource/GSD development
What is the scope of your company? (Please tick as appropriate)
Mational

Multinational

Don't Know

Other:
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What type of Project Management Model typically used in your organization for GSD projects?

) Centralized Project Management-- All or most of the team members report directly to project manager, who may work at other geographical site and
responsible for the planning and execution of projects.

) Distributed Project Management with Local Coordinators— All or most of the team members report 1o local coordinators, who are responsible for the
planning and execution of sub-projects or work packages and report to project manager.

Approximately how many staff are employed by your company? (Please tick as appropriate)
- Less than 25
0 26-199
- Greater than 200
- Mot Sure
Approximately how many staff are employed directly in the preduction/maintenance of software? (Please tick as appropriate)
© Less than 25
) 26-199
© Greater than 200
© Not sure
Approximately how many different geographical sites are used by your company?
015
© 6-100
© Greater than 10
© Not sure
What type of systems are your company concerned with? (You may tick more than one)
) Safety Critical
Business Systems
) Telecommunications
Real Time Systems
1 Data Processing
System Software
Windows-based
) Embedded Systems
Android Applications
1 10S Applications

Section 2

2.1. Evaluation of the challenges of Software Requirement Change Management Processes
For each challenge, please select the appropriate box based on your experience in software projects.

Challenges of software requirement Change Management Process
Strongly Agree Agree Disagree Strongly Disagree
Impact Analysis
Cost/Time Estimation
Requirements Traceability
Artifacts Documents Managements
Requirements Dependency
Requirments Consistency
Change Prioritisation
User Involvement
System Instability™

**System Instability— means that when the requested change is in process, how the functionality impacted by requested change will be handeled?

2.3. Please list the challenges that you think are important for requirement change management in addition to the above challenges identified from
literature.
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Section 3 Global Software Development

3.1. Evaluation of the challenges of Software Requirement Change Management Processes in GSD projects.
For each challenge, please select the appropriate box based on your experience in GSD projects.

Challenges faced to manage requirement change in GSD Projects

Communication & Coordination

Knowledge Management & Sharing

Change Control Board Management

3.3. Please list the challenges that you think are important for requirement change management in addition to the above challenges identified from

literature in GSD projects.

Strongly Agree

Agree

Disagree Strongly Disagree

APPENDIX D
PARTICIPANTS DEMOGRAPHIC DETAILS
Job Title Experience Company size Number of geo- Types of Systems
graphic sites

Project Manager 9-11 Years Less than 25 1-5 Safety Critical, Real Time systems

Development Manager 7-8 Years Less than 25 6-10 Business Systems, Android Applications

Software Engineer 3-5 Years Greater than 200 1-5 Safety Critical, Business Systems, Data processing

Requirements Engineer 3-5 Years Greater than 200 1-5 Safety Critical, Real Time systems, Data processing

System Manager 7-8 Years Greater than 200  1-5 System Software, Android Applications

Software Engineer 3-5 Years Greater than 200 6-10 Business Systems, Windows based, IOS Applications

Software Engineer 0-2 Years 26-199 1-5 Business Systems

Business Intelligence Engi-  3-5 Years Less than 25 Greater than 10 Business Systems, Real Time systems, Data process-

neer ing

Sr. Software Engineer 3-5 Years 26-199 6-10 Real Time systems, Android Applications, IOS Ap-
plications

BI Developer 3-5 Years 26-199 Business Systems, Data processing

Team Lead 7-8 Years Greater than 200 - Business Systems, Telecommunications, Real Time
systems

Sr. PeopleSoft Consultant 7-8 Years 26-199 6-10 Business Systems, System Software, I0S Applica-
tions

Business Intelligence Solu-  3-5 Years Greater than 200 6-10 Business Systems, Data processing

tion Developer

Sr. Developer 9-11 Years Greater than 200 6-10 Business Systems, Data processing

Project Manager 9-11 Years Less than 25 1-5 Safety Critical, Data processing, Android Applica-
tions, IOS Applications

Senior Software Engineer 7-8 Years Greater than 200 6-10 Business Systems, Telecommunications, Data pro-
cessing

Sr. Software Engineer 3-5 Years 26-199 1-5 Business Systems

Development Lead 7-8 Years Less than 25 1-5 Safety Critical

Software Engineer 3-5 Years 26-199 6-10 Business Systems

Software Engineer 3-5 Years Less than 25 1-5 Business Systems, Data processing, System Software

Software Quality Analyst 3-5 Years Greater than 200 6-10 Business Systems, Real Time systems, Data process-
ing

Sr. Requirements Engineer 3-5 Years Greater than 200  Greater than 10 Safety Critical, Windows based, IOS Applications

Team Lead 7-8 Years 26-199 1-5 Business Systems

Software Engineer 3-5 Years 26-199 6-10 Real Time systems, Data processing, System Soft-
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Software Engineer
Sr. Software Engineer
Software Engineer

Software Engineer
Sr. Software Engineer

Team Lead
Sr. Software Engineer

Software Design Engineer
Development Lead
Project Manager

Team Lead

Sr. Software Engineer
Requirement Engineer

Sr. Software Engineer

Sr. ISO Developer
Development Lead

Software Engineer

Project Manager
Sr. PHP Developer

Team Lead

Server Engineer

Sr. Software Engineer

Team Lead

Sr. Requirements Engineer
Software Engineer
Software Engineer

Project Manager

Software Engineer
Development Lead
Principal Software Engineer
Sr. Software Engineer

Team Lead
Software Engineer

Team Lead
Sr. Software Engineer

Software Engineer
Software Engineer

Principal Software Engineer
Project Manager
Software Engineer

Sr. Software Engineer
Development Lead

Software Engineer

Sr. Software engineer
Team Lead

0-2 Years

3-5 Years

3-5 Years

7-8 Years
9-11 Years

7-8 Years
7-8 Years

3-5 Years
7-8 Years
9-11 Years
7-8 Years
7-8 Years
3-5 Years
3-5 Years
3-5 Years
3-5 Years
0-2 Years

9-11 Years
3-5 Years

7-8 Years

0-2 Years
3-5 Years

7-8 Years
7-8 Years
3-5 Years
3-5 Years
9-11 Years
3-5 Years
7-8 Years
9-11 Years
7-8 Years

7-8 Years
3-5 Years

7-8 Years

7-8 Years

0-2 Years
3-5 Years

7-8 Years

9-11 Years

3-5 Years

3-5 Years
7-8 Years

3-5 Years

3-5 Years
7-8 Years

Less than 25

Greater than 200

Greater than 200

Greater than 200
Greater than 200

Greater than 200
Greater than 200

Greater than 200
26-199

26-199

26-199

Less than 25
Less than 25
Less than 25
26-199

Less than 25
Less than 25

Greater than 200
Less than 25

Greater than 200

26-199
Greater than 200

Greater than 200
Greater than 200
Greater than 200
26-199

26-199

Less than 25
26-199

Greater than 200
Greater than 200

Less than 25
Less than 25

Less than 25

Less than 25

Less than 25
26-199

26-199

Greater than 200

Greater than 200

Greater than 200
Greater than 200

Greater than 200

26-199
Greater than 200

6-10

Greater than 10

1-5

6-10

Greater than 10
6-10

6-10

1-5

1-5

Greater than 10
6-10

1-5

1-5
Greater than 10

1-5

1-5

No Site informa-
tion in in-house

Business Systems, Telecommunications, Real Time
systems

Safety Critical, Business Systems, Embedded Sys-
tems

Safety Critical, Business Systems, System Software,
Embedded Systems

Business Systems, Data processing

Real Time systems, Data processing, System Soft-
ware

Business Systems, Real Time systems

Safety Critical, Telecommunications, System Soft-
ware, Embedded Systems

Business Systems, Data processing, Embedded Sys-
tems

Business Systems, Real Time systems, Android Ap-
plication

Business Systems, Android Applications, IOS Appli-
cations

Business Systems, Real Time systems

Business Systems, Data processing, System Software
Business Systems, Data processing, System Software
Business Systems

Business Systems, Data processing, Android Appli-
cations, IOS Applications

Business Systems, Telecommunications, Real Time
systems

Business Systems, Telecommunications, Real Time
systems, System Software

Business Systems, Telecommunications

Business Systems, Android Applications, IOS Appli-
cations

Business Systems, Real Time systems, Data process-
ing, Android Applications

Games

Windows based

Windows based

Business Systems, Real Time systems, Android Ap-
plications

Safety Critical, Business Systems, Real Time systems
Security

System Software

10S Applications

Business Systems, Data processing, IOS Applications
Safety Critical, Business Systems, Real Time systems
Business Systems, Data processing, Android Appli-
cations

Business Systems, Android Applications

Safety Critical, Business Systems, Real Time sys-
tems, Data processing

System Software, Windows based, Android Applica-
tions, IOS Applications

Business Systems, System Software, Android Appli-
cations, IOS Applications

Block chain

Business Systems, Real Time systems, Data process-
ing, System Software

Business Systems, Real Time systems, Data process-
ing, System Software

Data processing, Windows based, Android Applica-
tions

Safety Critical, Business Systems, Real Time sys-
tems, System Software

Safety Critical, Business Systems, Real Time systems
Business Systems, Real Time systems, Data process-
ing, Android Application

Business Systems, Real Time systems, System Soft-
ware, Android Applications

Branch-less banking

Safety Critical, Business Systems, Real Time sys-
tems, Data processing

116608

VOLUME 7, 2019



S. Anwer et al.: Comparative Analysis of RCM Challenges Between In-House and GSD: Findings of Literature and Industry Survey

IEEE Access

APPENDIX E
SLR PRIMARY STUDIES QUALITY ASSESSMENT RESULTS

1D Paper Ql Q2 Q3 Q4 Q5 Total  Quality
D Score (%)
1 A01 1 0.5 0.5 1 0.5 35 70
2 A02 1 1 1 1 0.5 4.5 90
3 A03 1 0.5 1 0.5 0 3 60
4 A04 1 1 0.5 1 0.5 4 80
5 AO5 1 0.5 1 0.5 0.5 35 70
6 A06 1 0.5 1 0.5 0.5 35 70
7 A07 1 0.5 0.5 1 0 3 60
8 A08 1 0.5 1 1 1 4.5 90
9 A09 1 0.5 0.5 1 0 3 60
10 Al10 1 0.5 1 1 0.5 4 80
11 All 0.5 1 0.5 1 0.5 35 70
12 Al2 0.5 0.5 1 1 0.5 35 70
13 Al3 1 0.5 1 1 0.5 4 80
14 Al4 1 0.5 1 1 0.5 4 80
15 AlS 0.5 0.5 1 1 0 3 60
16 Al6 1 1 0.5 1.0 0 3.5 70
17 Al7 1 0.5 1 1 0.5 4 80
18 AlS8 1 1 1 1 0.5 4.5 90
19 A19 1 0.5 1 1 0.5 4 80
20 A20 1 1 1 1 1 5 100
21 A21 0.5 1 0.5 1 0 3 60
22 A22 1 1 1 0.5 0.5 4 80
23 A23 1 0.5 1 0.5 0.5 3.5 70
24 A24 1 0.5 1 1 0 35 70
25 A25 1 0.5 1 0.5 0.5 35 70
26 A26 1 1 1 1 0.5 4.5 90
27 A27 0.5 0.5 1 1 0.5 35 70
28 A28 1 1 1 1 0.5 4.5 90
29 A29 1 1 0.5 1 0.5 4.5 90
30 A30 0.5 0.5 1 1 0 3 60
31 A3l 1 0.5 1 1 0.5 4 80
32 A32 1 1 1 1 0.5 4.5 90
33 A33 1 0.5 1 1 0.5 4 80
34 A34 1 0.5 1 1 0.5 4 80
35 A35 1 1 0.5 1 1 4.5 90
36 A36 1 1 1 1 0.5 4.5 90
37 A37 1 0.5 0.5 1 0.5 35 70
38 A38 0.5 0.5 1 1 0 3 60
39 A39 0.5 1 0.5 1 0 3 60
40 A40 1 0.5 0.5 1 0 3 60
41 A4l 1 0.5 1 1 0.5 4 80
42 A42 1 1 0.5 1 0.5 4 80
43 A43 1 0.5 0.5 1 0 35 70
Average 0.91 0.69 084 093 039 377
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