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ABSTRACT In this paper, a simulation model describing the operation of a PV/wind/diesel hybrid microgrid
system with battery bank storage has been proposed. Optimal sizing of the proposed system has been
presented to minimize the cost of energy (COE) supplied by the system while increasing the reliability
and efficiency of the system presented by the loss of power supply probability (LPSP). Novel optimization
algorithms of Whale Optimization Algorithm (WOA), Water Cycle Algorithm (WCA), Moth-Flame Opti-
mizer (MFO), and Hybrid particle swarm-gravitational search algorithm (PSOGSA) have been applied for
designing the optimized microgrid. Moreover, a comprehensive comparison has been accomplished between
the proposed optimization techniques. The optimal sizing of the system components has been carried out
using real-time meteorological data of Abu-Mongar village located in the Western Desert of Egypt for the
first time for developing this promising remote area. Statistical study for determining the capability of the
optimization algorithm in finding the optimal solution has been presented. Simulation results confirmed the
promising performance of the hybrid WOA over the other algorithms.
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The efficiency of the PV Mod-
ule, Wind Turbine, and Wires,
respectively

Solar Radiation Intensity at time t
and under Standard Conditions,
respectively

Temperature Coefficient of the PV
Module

Cell Temperature at time t and
under Standard Conditions,
respectively

Wind Speed at the Reference Point
h; and Turbine Hub with Height h,,
respectively

The Actual Power Generated from
a Wind Turbine and its Rated
Power, respectively

Wind Speed at time t, Cut-in Wind
Speed, Wind Speed at Rated Power,
and Cut-off Wind Speed,
respectively

Depth of Discharge

State of Charge of the Battery Stor-
age System

Self-discharge Rate

Charging and Discharging Energy
at time t

Load Power at time t

The efficiency of the converter,
battery charging, and discharging,
respectively

Time interval = lhour

Diesel Generator

Fuel consumption of the diesel gen-
erator at time t

The power generated from DG
at time t and its rated capacity,
respectively

coefficients of the fuel consump-
tion curve of the DG

Power consumed in the dummy
load at time t

Net present cost

The annual cost of investment

Annual capital, replacements, oper-
ating, and maintenance cost for the
components, respectively.

Capital recovery factor

Rate of interest

A lifetime of the whole project

Ccap_PVa Ccap_WT’
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and Ccapfconv
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The initial capital cost of installa-
tion of the PV system, wind system,
battery bank, and the diesel gener-
ator, and converter, respectively

Annual interest of capital cost of
the PV system, wind system, bat-
tery bank, and the diesel generator,
and converter, respectively

A lifetime of PV modules, wind
turbines, battery banks, diesel gen-
erator, and converter, respectively.

Operating and maintenance cost of
PV, wind turbine, battery banks,
converter, and diesel generator per
unit time, respectively.

The operating time of PV, wind tur-
bine, battery banks, converter, and
diesel generator, respectively.

The capacity of the units used in the
system

The cost of the replaced units
Number of replacements over the
project lifetime n

Vectors describing the best position
and the current position of whales,
respectively

Random vectors between [0, 1]
Constant number for determining
the shape the spiral

A random number between [—1, 1]
coefficient vectors

The current positions of the stre-
ams, rivers, and sea, respectively

The new positions of the streams
and rivers, respectively

arbitrarily number distributed uni-
formly between [0, 1]

The personal best and the global
best positions, respectively
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vi (n) and v; (n+ 1) «jth>>

speed of particle in the itera-
tion n and n+1, respectively

w inertia weight

xi (n) and x; (n+ 1) represents the present position of
the “i"” particle in the iterations n
and n+1, respectively

The position, mass of inertia, active
gravitational mass, and the passive
gravitational mass of the object,

respectively

Xis Mij, Mai, and M.

Go and G(t) The initial value of gravitational
constant and gravitational constant
ata specified time “t”, respectively

R;j(t) Euclidian spacing between the two
candidates i and j

F l.d (1) The total force influencing on the
agent i

acf (1) Acceleration of candidate agent i

M and F Matrix introduces the set of gen-
erated moths and Flames, respec-
tively

OM and OF Matrix for storing the fitness values
of the moths and flames, respec-
tively

S(M;, Fy) The spiral function of the i-th moth
for the j-th flame

D; The distance of the i-th moth for the

j-th flame

I. INTRODUCTION

A. MOTIVATION AND INCITEMENT

Despite the significant increases in the development of global
renewable energy technology, electricity shortages remain
a serious problem in rural areas and islands with large
sources of renewable energy. Meanwhile, in the last years,
enhanced power electronics have been used to support renew-
able energy sources (RES) to frugally supply electric energy
for comprehensive range applications. The high specific cost
of the generated units from RES, when compared with that
from the traditional power plants, and the availability of
renewable energy sources, are the two main challenges for
the implementation of RES in large scale, as introduced
in [1]. Moreover, due to the intermittent nature of almost
renewable sources, the feasibility of high RES sharing can
be increased, considering energy mix from different types
of renewable resources side by side with the application of
energy storage system. The previously mentioned challenges
lead the decision-makers to think about the combination of
conventional energy sources with RES as a hybrid microgrid
system in order to increase the share of RES in the energy
mix [2]. Microgrid power systems, including photovoltaic
and wind energy, hybrid with diesel generators are investi-
gated, to be a promising energy source and feasible from the
economic point of view. Isolated communities, with respect
to the supply of electricity, are often located in islands, rural
and some urban areas in developing countries. The demand
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for electricity in these areas is usually provided by diesel
generators, leading to considerable uncertainty because of
the cost of fuel and the high pollution of the surrounding
environment [3]. Therefore, hybrid microgrids can be par-
ticularly suitable solution for isolated communities, however,
this area still needs to further research, feasibility studies and
technological developments.

The total installed capacity of power plants connected
into the utility grid in Egypt reached 38.857 GW by the
end of 2016 [4]. Abu Mongqar is one of the most promising
investment areas in the New Valley, Western Desert. The
demand for electricity in this area is covered by a diesel
generating station including three diesel generator units with
capacities ranging from 400 to 660 kW. The average load
demand for the isolated village and its surrounding villages
is about 265kW [5]. Taking into account the plan of the
national energy sector regarding the utilization of renew-
able resources, which planned to be increased to 20% up
to 2027 [6]. Wind turbines and PV are the top two most
promising energy resources used in Egypt. Therefore, a cer-
tain number of feasibility studies and researches have been
presented related to the assessment of the energy potentials
and the optimal allocation of these sources in many locations
over the territory of the country [6]-[8].

B. LITERATURE REVIEW

Many advanced optimization techniques for the optimal
design of hybrid RES has been presented in many research
studies in the literature. In [9], [10], the optimal sizing of a
PV/wind/diesel hybrid system was presented using Strength
Pareto evolutionary algorithm by formulating two objective
functions, minimization of system cost and greenhouse gases
emissions. In [11]-[13], Genetic algorithm (GA) was used
for optimal sizing and configuration of a hybrid PV/wind
power system with battery storage under different objective
functions; the reliability of the system under weather con-
ditions variations, minimizing the annual cost of the sys-
tem and to minimize the loss of power supply probability
(LPSP). Particle Swarm Optimization (PSO) has been used in
many research studies for optimal sizing of hybrid renewable
energy systems [14]-[16].

A PV/wind/diesel/battery banks hybrid system was pre-
sented in [14]. The uncertainty in the generation of PV
and wind energy are considered in [15]. In [16], PSO was
used to find the global optimum solution while considering
the uncertainty in wind generation within a certain relia-
bility index in PV/wind microgrid system with fuel cells,
electrolyzer, hydrogen tank, and battery system. Simulated
Annealing (SA) optimization strategy was used for optimal
sizing of hybrid PV/wind energy conversion system, while
the objective function was to minimize the total energy cost
of the hybrid system [17]. The response surface methodology
(RSM) was used for optimizing the size of an autonomous
PV/wind system with energy storage in some studies [18].
The results obtained from RSM optimization were confirmed
using autonomy analysis and loss of load probability, then the

119225



IEEE Access

A. A.Z. Diab et al.: Application of Different Optimization Algorithms for Optimal Sizing

results of this work were used in [17] to be compared with
the results obtained from simulated annealing optimization.
In [19], mathematical models of hybrid wind and PV systems
were developed and multi-objective optimization using PSO
and GA were performed.

In [20], Particle swarm optimization has been used for opti-
mal sizing and operation of a PV/wind/battery storage hybrid
energy system for minimizing the energy cost over the whole
lifetime of the project. The optimization results are compared
with GA, where PSO technique proved its superiority in
solving the optimization problem in terms of the convergence,
speed, and accuracy. In [21], [22], Multi-Objective Particle
Swarm Optimization (MOPSO) has been used for the optimal
configuration of a hybrid PV/wind microgrid with hydrogen
storage for minimizing the cost of energy generated from such
a system, taking into account the reliabilities of the system
components and outage probabilities of the subsystems. The
optimization results have been compared with that of Single
Objective Optimization method and Equivalent Loss Factor
(ELF) is chosen as the reliability constraint in the optimiza-
tion problem. In [23], Pattern Search (PS) optimizer and
sequential M99onte Carlo Simulation (SMCS) are combined
to obtain the minimum total cost of the system and satisfy the
reliability requirements from the consumer side.

A comparison with a hybrid GA-SMCS was also per-
formed, from which the PS-SMCS gave a better performance.
In [24], cuckoo search optimization algorithm has been used
for optimal sizing of an isolated PV/wind/diesel/ battery
energy system, while the proposed technique provided high
accuracy compared to GA and PSO. Multi-Objective Self-
Adaptive Differential Evolution (MOSaDE) algorithm has
been used for optimal sizing and operation of a hybrid
PV/wind/diesel microgrid system with battery storage for the
city of Yanbu, Saudi Arabia, whereas, the multi-objective
optimization approach is used to reduce the computational
time [25]. The optimal sizing and placement of a grid-
connected PV-wind-battery storage microgrid using Artificial
Bee Colony optimization technique are presented in [26],
while the IEEE 30-bus system was used for the application of
the optimal operation. In [27], [28], the Hybrid Optimization
of Multiple Energy Resources (HOMER) software has been
used for optimum sizing of hybrid wind/PV/diesel system in
Malaysia in which the weather conditions, maximum avail-
ability and minimum cost were considered.

C. CONTRIBUTION AND PAPER ORGANIZATION

Proceeding from the necessity to diversify electricity gen-
eration by giving priority to optimizing the use of renew-
able energy, this paper investigates on the economical
design of a grid-independent hybrid PV/wind power sys-
tem with battery storage and diesel generator. In this way,
Whale Optimization Algorithm (WOA), Water Cycle Algo-
rithm (WCA), Moth-Flame Optimizer (MFO), and Hybrid
particle swarm-gravitational search algorithm (PSOGSA)
have been exploited for minimizing the cost of energy (COE)
generated from this system over its 25 years’ lifetime, and
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subjected to reliability constraints in the form of loss of
power supply probability. Concerning the data of solar radi-
ation and wind speed acquired from Abu-Monqar village
in Western Desert of Egypt, they are available, based on;
(i) the data obtained from National Aeronautics and Space
Administrative (NASA), and (ii) the long-term average of
meteorological parameters of 20 years of observation. The
system cost includes the annual interest of capital investment
cost, operation and maintenance, and replacement cost.

The main contributions of the work described in this paper
can be summarized as follows:

1. To the best of the authors’ knowledge, the pro-
posed optimization algorithms, which are WOA, WCA,
MFO, and PSOGSA, have not been reported in the
literature for tackling the problem of designing the RES
microgrids. Consequently, a comprehensive compari-
son between these algorithms has been introduced in
conjunction with a clear discussion and analysis.

2. Moreover, the objective function proposed in this
paper, for determining the best optimal size of the
components of the RES microgrid, is novel and differ-
ent from the conventional objective functions, leading
to notable improvements in the system’s performance,
as illustrated in Section V.

3. Broadly speaking, to the best of the authors’ knowl-
edge, this is the first attempt to apply the proposed
optimization techniques, to optimize the system com-
ponents, for solving a real problem of power shortage
in Abu-Mongqar village located in Western Sahara in
Egypt, based on a real-time meteorological data of the
site for developing this promising remote area.

The paper is organized as follow: Section II briefly
describes the subsystems of the hybrid system. The
corresponding models for the subsystems are presented
in section III. The energy management strategy is demon-
strated in Section IV. Optimization problem statement
and the proposed optimization techniques are discussed in
Sections V and VI, respectively. A case study is formulated
in section VII. Simulation results and discussions are sum-
marized in Section VIII. Statistical analysis is performed in
section IX. Finally, Section X is devoted to the conclusion.

Il. STAND-ALONE HYBRID MICROGRID ENERGY SYSTEM
Hybrid microgrid power system is the optimum solution for
solving the problem of electrification in islands and remote
areas where the extension of the transmission networks not
economical or a waste of time. Hybrid systems use a com-
bination of several renewable sources of energy such as
photovoltaic and wind energy with the battery storage sys-
tem and diesel generators. Wind turbines and PV modules,
when hybridized, supply electric power with higher relia-
bility than that obtained from any one of them individu-
ally. Moreover, hybrid systems also allow the installation of
smaller and less costly units than that would be used if the
system is completely depending on one kind of renewable
energy. In this work, the proposed hybrid microgrid system
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FIGURE 1. Schematic configuration of the proposed hybrid microgrid
system.

Wind generation

under study includes five main components; wind turbine,
PV modules, diesel generator, inverter, and battery storage.
A PV/wind/diesel hybrid system can be a cost-effective solu-
tion for solving the problem of electricity in Abu-Mongqar.
The schematic configuration of the proposed Hybrid micro-
grid system is shown in Fig. 1. In fact, a PV/Wind/diesel
hybrid system can be a cost-effective solution for solving the
problem of electricity in Abu-Mongqar village.

lIl. MODELLING OF THE HYBRID MICROGRID WITH
PV/WIND/DIESEL/BATTERY GENERATING SYSTEM

A. MODELLING OF THE SOLAR PV SYSTEM

The energy obtained from a PV module in terms of the solar
radiation and the ambient temperature can be expressed as:

G(1)
(1 - ,BT (TC (t) - Tnom))

6]

where npy is the number PV modules, Ppy_,4zeq is the rated
power of the PV module at standard operating conditions
(Grom = 1000W/m?2 and T,ppm = 25°C), npy is conver-
sion efficiency of the PV module, and 7, is the wiring
efficiency. While G(t) is the ambient solar radiation inten-
sity, Gpnom 1s the intensity of solar radiation under standard
conditions, St is the temperature coefficient of power of the
selected PV module, T¢ () is the cell temperature, and 7,4y, iS
the cell temperature under standard conditions of operation.
The temperature of the solar cell can be calculated in terms
of the ambient temperature as follows:

Ppy(t)=npv Ppv_rated NPV NWire

Tr,
Te(t) — Tumbient = G‘”Weg )

where Tympiens and Tr.s are the ambient temperature and
the temperature observed during the testing of the modules,
respectively.

B. MODELLING OF THE WIND POWER SYSTEM
Starting from the fact that the wind speed changes with
height, the wind speed at the desired hub height as a function
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of the wind speed measured at the anemometer height is

given as:
u /’lz A
“Z = 3
uy <’11) @

where u, is the wind speed at the wind turbine hub with
height, A, u; is the wind speed at the reference point
(anemometer height), 1 and awr is the friction coefficient,
respectively. According to the recommendations of IEC stan-
dards [29], the value of the coefficient of friction is taken
as 0.11 for extreme wind conditions, while 0.20 for normal
wind conditions. Depending on the fundamentals of wind
energy, the expected energy supplied by a wind turbine can
be described as follows:

07
u(t) < Ueur—in

nwrnwr Pr_wr (W?(t) —u2,,_,)

2 2 ’
(urated - ucut—in)
Pwr = Ucut—in < U(E) < Urated 4)
nwrnwrPr_wr,
Urated < U(t) < Ucut—off

0,

u(t) > Ucut—off

where Pwr is the actual power generated from the wind
turbine, Pr wr is the wind turbine rated power, nyr is the
number of wind turbines, nwr is the efficiency of the wind
system. Whereas u(¢) is the wind speed at time t, e, —, iS
the cut-in wind speed, at which the turbine starts to operate
and generate power, U,qq 1S the wind speed at rated power,
and ucy;_of is the cut-off wind speed, after which the wind
turbine must be shut down for safety reasons.

C. BATTERY STORAGE SYSTEM

Due to the irregular nature of wind speed and solar radiation,
the energy storage system is very necessary to keep a constant
flow of power to the desired load. The lead-acid battery is
the proposed type of battery banks in this study. The size of
the battery storage system is influenced by some parameters
such as battery life, ambient temperature, the capacity of the
battery bank, and the depth of discharge (DOD) [17], [18].
The capacity limit of the battery system is usually assessed
by the state of charge (SOC). The SOC of the storage bat-
tery system can be acquired by continuous observation of
the charging and discharging energy of the battery banks.
The battery state of charge at any time is calculated as
follows:

o During charging mode,

P _Poa
Ecu(t)= <M +va(t)) X At Xncy
©)
SOC(t) = SOC(t — 1)Y(1 — o) +Ecp (0). (6)
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o During discharging mode,

Pioa —-P
Eps(t) = (M — PPV(I)) X At X npys
@)
SOC(t) = SOC(t — 1)(1 — o) — Epgs(2). 8)

where SOC(t), SOC(t—1), 0, Ecy (1), Epis(t), Pioad(t); Nconv
ncH, and npys are the state of charge of the battery system at
time #, (t — 1), self-discharge rate, charging energy, discharg-
ing energy, load demand for energy at the time ¢, converter
efficiency, the charging efficiency of the battery, and the
discharge efficiency battery storage system, respectively.

D. DIESEL GENERATOR SYSTEM

Diesel generator (DG) is a conventional energy source, which
is used in the hybrid renewable power system as a backup.
It mainly operates when there is a deficit from the PV and
wind systems and leading to failure to satisfy the demand for
energy, and at the same time, the battery bank is depleted. The
hourly fuel consumption for the DG, Dy (t), can be obtained
by [30]:

D¢(t) = apc x Ppc(t) + BpG X Ppc_r 9

where Ppg (t), Ppc_r, and apc & Bpc are the average power
output of the DG per hour, rated power of the DG, and the
coefficients of the fuel consumption curve of the DG. In this
work, the values of these coefficients are set to 0.246 and
0.08145 for apg and Bpg, respectively [31].

IV. ENERGY MANAGEMENT STRATEGY

When the hybrid microgrid system is working in an isolated
mode (i.e, when the power generated from the PV and wind
energy systems is less than the demand for energy by the
load), the battery will be in the discharge mode and the flow
of power can be given as

Pioad(t) x At =Pwr (1) x At+(Ppy(t) x At + Epjs(1))
XNeony  (10)
If the PV/wind with battery storage cannot satisfy the
demand for energy, the shortage in power will be covered

from a diesel generator. The sharing of the diesel generator
can be calculated from

Ppg(t) x At = (Ploaa(t) — Pwr(t))
XAt — (Ppy(t) X At + Epis(t)) X Neony (11)

If the power supplied by the PV and wind energy system
is greater than the demand, the battery will be charged by the
excess power and the flow of power can be expressed as

Pioga(t) X At = Pyr(t) x At
+ (Ppy (1) x At — Ecy(t)) X Neonw  (12)

When the battery reaches its maximum charging level,
the power supplied by the PV and wind turbines will be
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dumped. The power absorbed by the dummy load, in this
case, is presented as

Pdummy(t) x At = (PWT(t) - Plaud(t)) x At
+(PPV(I) x Af — ECH(I)) X Nconv (13)

A flowchart describing the operation of the proposed iso-
lated hybrid microgrid system is given in Fig. 2.

V. OPTIMAL SIZING OF THE HYBRID

MICROGRID SYSTEM

In this section, formulation of the optimization problem,
including a novel objective function and the optimization
constraints will be provided in the following sections.

A. EVALUATION PARAMETERS OF THE PROPOSED
OPTIMIZATION STRATEGY

In this study, the parameters of the cost of energy (COE) and
loss of power supply probability (LPSP) are considered as
objective functions to be optimized, as the goal from this work
is to optimize the size of a hybrid microgrid system which
guarantees the reliability of the proposed energy system at
the lowest possible cost.

1) COST OF ENERGY (COE)

The Net Present Cost (NPC) has been used for calculating
the total cost of the hybrid microgrid. The annual cost of
investment Cgpp_sor Of the system is considered as:

Cann_mt - Cann_cap + Cann_rep + Cann_O + Cann_M (14)

where Cann_caps Cann_reps Cann_o» and Cappn_p are the annual
capital cost of the system components, the annual cost for
replacements of the system components, annual operating
cost, and annual cost for maintenance, respectively.

a: THE ANNUAL CAPITAL COST OF THE MICROGRID SYSTEM
The capital recovery factor (CRF) is used to convert the initial
investment cost to annual capital cost.
r(l+r)"
CRF(r,my = 0 (15)
A+rr—-1

where r is the rate of interest (%) and n is the life span of the
studied project.

The annual capital cost of the individual sub-systems can
be calculated from the following equations:

Cannfcap?PV = Ccap?PV x CRF(r, Mpy)

Cann_cap_WT = Ccap_WT x CRF(r, Mwr)
Cann_cap_batt = Ccap_batt x CRF(r, Mpan) (16)

Ctmn_cap_DG = Ccap_DG x CRF(r, Mpc)
cap_conv X CRF (r, Mcony)

Cannfcap?conv =

where Ccap_PVs Ccap_wind s Ccap_batt’ CCdp_DGs and Ccap_conv
are the initial capital cost of installation of the PV system,
wind system, battery bank, diesel generator, and converter,
respectively. Whereas, Mpy, Myina, Mpart, MpG, and Mcony

VOLUME 7, 2019



A. A.Z. Diab et al.: Application of Different Optimization Algorithms for Optimal Sizing

IEEE Access

Start

Read data
Solar radiation, wind speed
and load power , units cost

and desired LPSP
v

Obtain the PV module, wind
turbine, diesel generator and

battery specifications

Calculate energy balance
EB 0= (PPV (&) xT1eony + PWT - Pload (@)= At

A 4

| SOC(t) =SOC(t—1) |

A 4

Yes |SOC(t) = SOC(z—1)|

Py @% 8 =By O)+ By (O X gy =By O)X ¢

IO =5, O—Byr(€) = Fpy () X, ) X
Plaad (1) = By (1)

return
r]canv

Epis (1) =( ~Bpy () x71pyg x At

Byr @ = Foaa @)

e
”COVIV

Ecp (1) =(

Yes

. (t)<SOC(t~1)-SOC_

|SOC(t) =S0C(t-1)—E, (t)l

SOC(t)=SOC,,,

A 4
[socw =soce-1+E,, )

S0C(t)=S0C,,,

A4

A 4
| B xai=E,,—(s0C@-1)-50C,,) |

| Py XA = Epy(0)=(SOCpg =SOC(=1) |

FIGURE 2. Flowchart of the proposed isolated hybrid microgrid system.

are the lifetime of PV modules, wind turbines, battery banks,
diesel generator, and the converter, respectively.

Then the annual capital investment cost of the hybrid
system is given as

Cann_cap = Cann_cap_PV + Cann_cap_WT + Cann_cap_batt

+ Cann_cap_conv + Cann_cap_DG ( 17)

where Cann_cap_PV, Cann_cap_wind, Cann_cap_batt, Cann_cap_DG s
and Cgunpn_cap_conv are the annual share of the capital cost of
installation of the PV system, wind system, the battery bank,
the diesel generator, and converter, respectively.
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b: THE OPERATING AND MAINTENANCE COST
The operating and maintenance cost of the system is
defined as

CoaMm
= Co&M_pv X Ipv + Coam_wr X twr + Co&M_barr
X thart + CO&M_conv X teony + CO&M_DG X IpG (18)

where Cosm_pv, Coam_wr, Co&m_barts Co&m_conv, and
Cos&m_pg are the operating and maintenance cost of PV, wind
turbine, battery banks, converter, and diesel generator per unit
time, respectively. While, tpy, twr, thast, tcony, and tpg are the
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operating time of PV, wind turbine, battery banks, converter,
and diesel generator, respectively.

¢: THE ANNUAL REPLACEMENT COST

The present value of the replacement cost of the hybrid sys-
tem components within the system lifetime can be calculated
from the following equation [32]:

trep ( 1+ i)nj/(n,-ep+l) .

Crep = Z KC_repCu m
Jj=

where i, K¢_yep, Cy and ny,p, are the inflation rate of replace-
ment, the capacity of the units used in the system, the cost of
the replaced units, and the number of replacements over the
project lifetime n, respectively.

The net present cost (NPC) of the system can be calcu-
lated by

Cunnjul

CRF

The cost of energy (COE) is the cost of the generated electri-
cal energy from the hybrid system in ($/kWh) and formulated
in the following equation:

NPC =

(20)

Cann_tot NPC
COE = ——5760 = =8760 x CRF  (21)
n=1 Pload n=1  Pload

2) LOSS OF POWER SUPPLY PROBABILITY

The loss of power supply probability (LPSP) is a design
factor, which measures the probability of insufficient oper-
ation of the power supply when the hybrid microgrid, in our
case study, fails to satisfy the demand for energy. This case
occurred when the sum of the total power generated is less
than the load power. The loss of power supply at any period
of time LPS(t) can be defined as:

LPS(t)
= Proad(t) X At
— (PpG(1)+Pwr (1)) x At
— ((Ppy(t) x At)+SOC(t — At) = SOChin) X Ncony
(22)

LPSP is very common among researchers as a technical
index for evaluating the reliability in the problems of optimal
sizing of hybrid renewable energy systems. The value of
LPSP can be formulated mathematically as the sum of all the
observed values of LPS(t) over the all load demand for energy
during the entire period of study.

> 870 LPS (1)
Y370 Proa(t) x At

Moreover, during the analysis of system reliability, the fol-
lowing condition is added

LPSP = (23)

Pioaa(t) > Plot_generation(t) (24)
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B. OBJECTIVE FUNCTION

In this work, the proposed objective function of the optimiza-
tion algorithms is in terms of the cost of energy (COE), loss
of power supply probability (LPSP), and the dummy load
(Pdummy). This function can be expressed as

min, f =miny (A COE +A LPSP+A3P gummy) (25)

where, x is a four-dimensional vector consisting of the
optimization parameters ((i) number of PV modules npy,
(ii) number of wind turbines nwyr, (iii) number of battery
storage banks npgy, and (iv) number of diesel generators
npG). A, A2, and A3 are chosen via trial and error method,
in order to achieve the best results. In this work, the values of
A1, A2, and A3 are set to 0.4, 0.599 and 0.001, respectively.

C. DESIGN CONSTRAINTS FOR OPTIMIZATION

In off-grid hybrid systems, the components of the power
system are operating under constraints. The optimal operation
of the system should fulfill the constraint function described
in Eq. (26), which means that the power is balanced at any
time. The optimization strategy used to ensure that the hourly
power supplied by DG at any time must be less than or equal
to the DG rated power as defined by Eq. (27). In order to avoid
the overcharging and undercharging problems, the SOC of the
battery bank is constrained and compared with the designed
constraints at any hour during the operation period. There-
fore, the SOC of the battery storage system should satisfy the
design constraints presented in Egs. (28) and (29). The maxi-
mum state of charge SOC,,,, is the full capacity of the battery
bank, while the minimum state of charge SOC,,;, depends
mainly on the depth of discharge. In addition, the LPSP
should less than the predefined reliability index (8r) of the
system as expressed in formula Eq. (30) and, in this study, 8,
is considered to be less than 0.04.

Ppy(t) + Pwr(t) + Ppc(t) + Ppan (t) = Pioaa(t) (26)
Ppa(t) = PpG_rated (27)
SOCmin < SOC(7) < SOCax

(28)

SOC(t + 1) = SOC(t)(1 — o)
(29)
LPSP < Bt (30)

VI. OPTIMIZATION TECHNIQUES

In this section, a clear discussion and analysis of the proposed
optimization techniques, which are WOA, WCA, MFO, and
PSOGSA have been provided.

A. WHALE OPTIMIZATION ALGORITHM

Whale Optimization Algorithm (WOA) was firstly suggested
in the work of Mirjalili and Lewis in 2016 [33]. Hump-
back whale is one of the huge baleen whales. WOA has
been established according to the hunting technique, which
is called bubble-net feeding technique. This type of whales
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FIGURE 3. Bubble-net feeding mechanism.

chases and hunts their preys near the surface of the water by
making a special stream of bubbles of spiral shape as illus-
trated in Fig. 3. The mathematical representation of WOA is
explained in this section.

1) SURROUNDING THE PREY

As the place of the optimal solution in the search space is
not defined, the WOA assume that the best objective prey is
the candidate solution. As a result, the other search agents
change their site in accordance with the predetermined best
agent position [33].

D = |C.X*(t) — X(t) 31)
X(t+1)=X*(t)—A.D (32)

where ¢ refers to the present iteration, A and C defined as
coefficient vectors, X* is a vector describes the location of
the best value, and X is a vector describes the position of the
whale. A and C vectors are calculated from

-

A=2ar —a

C =27 (33)

where a refers to the components of each vector, which
decreased from 2 to O in each iteration, 7; and 7, are taken
as random vectors in [0, 1].

2) BUBBLE NET ATTACKING TECHNIQUE
(EXPLOITATION PHASE)
Two approaches are prepared for the Bubble-net behavior
technique of the Humpback whales:
s Shrinking encircling mechanism: by minimizing the
value of a in Eq. (33), this technique will be obtained.

VOLUME 7, 2019

Accordingly, the updated position of the search agent
could be evaluated by the first position and the obtained
best location in the present iteration.

= Spiral updating position: Humpback whales dive down
and produce a stream of bubbles in a spiral shape around
its goal (prey). In this approach the distance separating
the whale from its prey is firstly computed, then a spi-
ral equation between the location of the prey and the
whale, which takes the spiral shape, is mathematically
explained in Eq. (34).

X(t+ 1) =D e cos2rl) + X*(¢) (34)

where, D =X *(@) — X (1)|, b is a constant number for deter-
mining the shape the spiral, and / is a random number between
[—1, 1] as given in [34]. Humpback whales swim around
the prey inside a shrinking range and over a helix-shaped
way simultaneously. Then, two probabilities are considered
to choose between them and can be mathematically modeled
in the following formula:

X*(t) — A.D,
D el cos2rl) + X*(1),

if —p<0.5

if —p=05 G

X+ )= {
where, p is a random number in [0, 1].

3) SCAN FOR PREY (INVESTIGATION STAGE)

Besides the bubble-net mechanism, the Humpback whales
search for hunting the prey arbitrarily in the iteration. The
mathematical model is expressed in the following:

D = |CXpuna — X(2) (36)
X(t+1) = Xygna —A.D (37)

The flowchart describing the operation of WOA is shown
in Fig. 4.

B. WATER CYCLE ALGORITHM (WCA)

Water cycle algorithm (WCA) is a developed meta-heuristic
optimization technique, which is a part of the evolutionary
algorithms. The idea of the proposed WCA is inspired by
nature and based on the watershed control process describing
how rivers and streams flow into the sea. When it rains,
the raindrops combine to form a flow of water, and the weak
flow merged to create a powerful water current that system-
atically accumulates into a stream and runs towards the sea.
In this cycle, some water leaks to the ground, some of which
flow through the surface of the earth, some evaporate and
form rain creating new water droplets and streams, extending
the distinction of the population.

Comparable to other metaheuristic algorithms, the WCA
optimization method begins with a random initial popula-
tion, which termed the population of streams. First of all,
rain or precipitation is assumed. Then, the best stream is
selected to be the sea. After that, the good streams (Ng)
following the best one (sea) are selected as rivers [35], [36].
Moreover, Ng; represents the combination of rivers and sea.
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\
A

update whales depending on the
upper and lower bounds

FIGURE 4. Flowchart of WOA optimization technique.

Taking into account the quantity of water flow, which repre- Xier+1) =
sents the fitness/cost function, rivers and sea soak up these
streams. By nature, streams run towards rivers and rivers in
turn towards the sea, but some of these streams by a direct
route flow towards the sea (Eq.38). The new positions of
the streams and rivers have been updated according to the

rwer(l) +rand x C
X (Kea) = Kl 0)  40)

where, rand is an arbitrarily number distributed uniformly
between [0, 1], while C between [1, 2].

. ) For the exploration stage, when the distances among
following [35]: . ; :
streams, rivers, and sea are less than the predefined maxi-

stream(t +1) = stream(t) +rand x C mum value (dmax), new streams are p.roduced towards the

rivers and sea (i.e., evaporation state). Figure 5 demonstrates

x ( Sea(t) Stream(t)> (38) the schematic diagram for WCA, in which circles corre-

Weam(, +1) = Almm(,) +rand x C spond to the streams, stars to rivers, and the diamond to sea.

; ; The flowchart of the WCA optimization algorithm is shown
(erer( ) — thream(t)> (39) in Fig. 6.
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FIGURE 5. Schematic representation of the movement of WCA towards
the optimal solution.

C. HYBRID PSOGSA OPTIMIZATION ALGORITHM

The particle swarm optimization (PSO), developed in 1995 by
Kennedy and Eberhart, is a population-based meta-heuristic
technique, whose concept is inspired by the flocking manner
of the birds [37], [38]. In this technique, a number of particles
are used as candidate solutions flying in the search space to
form a population searching for the global optimal solution.
Through their paths, the position of each particle is barred by
its best position, the personal best (ppes;) and the global best
(gpest). For each particle, the present location in the search
space is represented by the current speed, and the distance
to the personal best and global best are used to modify the
position and speed of each particle, which is mathematically
modeled as following [39]:

vim+1) =wxv;(n)+cy X rand x (pbest — x; (n))
+ c2 x rand x (gbest — x; (n)) 41
xi(n+1) =xi(n) +vi(n+1) (42)

In the above equation, v; (n) is the speed of “i’*” par-
ticle in the iteration “n”, w is the inertia weight, which
is initially introduced in the algorithm. rand is a random
number between [0, 1]. x; (n) represents the present position
of the “i" particle in the “n’ iteration. “c;” and “c,”
are positive constants, which refer to the weighting factors
responsible for changing the velocity of each particle towards
Pbest and gpesr. Eq. (42) is used for updating the position of
the particle, taking into account the position and speed in the
previous iteration. Eq. (41) consists of three sections, the first
section w x v; (n) represents the PSO exploration ability.
The second c¢1 x rand x (pbest — x; (n)) and third section
¢y X rand x (gbest — x; (n)) introduces the private thinking
and coaction of particles [39]. In each iteration, Eq. (41) is
used for calculating the speed of the particles then Eq. (42)
used for updating the positions of the particles. The process

is continued until the target of the PSO is reached.

EH)
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The gravitational search algorithm (GSA), implemented
by E. Rashedi et al. in 2009, is a novel meta-heuristic opti-
mization technique, whose concept is based on the laws
of gravity and interaction of masses developed by Newton
[37], [38], [40]. The theory says ‘“‘there is a force of attraction
between each particle and other particles in its surrounding
universe, which is directly proportional to the product of the
masses of subjected particles and inversely with the square of
the spacing between these particles™

In GSA during the evaluation process, the objects are
taken as agents (elected solutions), where their performance
is evaluated by their masses, which are proportional to the
fitness function. In this process, all objects attracted to each
other. In addition, the heavy masses have higher forces of
attraction. Therefore, they have a highest fitness function and
taken as a best optimal solution. Moreover, the heaviest mass
moves in the search space slower than other worse solutions.

In GSA the mass of each object is characterized by four
indicators; the position of the mass X;, the mass of inertia
M;;, the active gravitational mass M,;, and finally the passive
gravitational mass M.

At the initialization stage of the algorithm, a population of
N masses, which is considered as candidate solution, is con-
sidered and the position of each mass in the search space is
described as follows:

X,-:(xl ...,xd,...xf1>, i=1,2,...... N 43)

i i

According to the gravitational law of Newton, the gravita-
tional force that mass j makes towards the mass i at any time
tis given as [40]:

Mpi(6) X My (1)
Rji(t) + ¢
where G(t) is gravitational constant at a specified time “¢”,
¢ is a small constant, R;;(t) is Euclidean spacing between the
two candidates i and j, M,; is the active gravitational mass,

M,,; is passive gravitational mass. The gravitational constant
G is evaluated as:

Fl) = G @) —xla) (44

G(t) = G, x exp(—« X iter / max itere) (45)

where Gy is the initial value of gravitational constant, « is
a descending coefficient, ifer is present iteration, and ‘“‘max-
itere” is the maximum iterations number. The total force
influencing the agent i is explained as follows:

Fi(r) = Zszl rand)(F{ @) (46)

where, randj is a random number ranges between [0, 1].
According to the law of motion, the accelerations of all agents
are given as follows:

Fé(t
acd(r) = F® (47)
Mi(1)
where M; is the mass of the candidate solution “i”’, “t” is

the current iteration, and “d” is the optimization problem
dimension.
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FIGURE 6. The flowchart of the WCA optimization technique.

For each iteration, the velocity and position of agents in
each population are computed from the following:

vA(t + 1) = rand; x v (t) + act (1) (48)
e+ =x{@+ v+ 1) (49)
where xl.d is the position of agent i, xl.d is the velocity of
agent i at the iteration ““t”, and d is the dimension of the
optimization problem. From the above equations, the present
velocity of the search agent equals a fraction between [0, 1]
added to its final acceleration. The current position of the
search agent equals to its final position added to the present
velocity.
GSA is characterized by two important merits: (i) the
capability of the technique to seek the entire search area
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“exploration”, which can be implemented by proper selec-
tion of G, and «, and (ii) the ability to deed the optimal
solution “‘exploitation”, which is guaranteed by slow move-
ment of heavy masses. According to the last equations from
Egs. (45) to (49), the operation process of GSA is continued
until reaching the end criterion.

To avoid the weakness of both techniques, particle
swarm optimization and gravitational search algorithm are
hybridized in parallel forming a new population-based meta-
heuristic optimization algorithm called PSOGSA [37].

The main advantage of PSOGSA is to merge the high
efficiency of exploitation in PSO with the good exploration
capability of GSA. The velocity and position of the search
agents according to the combination of the two algorithms
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FIGURE 7. The flowchart of PSOGSA algorithm.

are calculated from the following:

Vim+1) =wx Vi(n) + c/1 X rand X aci(n)
+¢, x rand x (gbest — Xi(n))  (50)
Xin+1) =Xin)+Vin+1) 6

where V;(n) is the velocity of the search agent i, c/l and c/2 is
the acceleration coefficients, w is defined as a weight factor.

In this study, in PSOGSA meta-heuristic optimization
algorithm, the candidate solutions are taken as the agents of a
randomly generated population. After initialization according
to the procedure of GSA, the gravitational constant is com-
puted, then the fitness function of all search agents is esti-
mated. Then the force, the gravitational constant, the values
of agent mass, and gravitational acceleration; have been esti-
mated based on Eqgs. (44) to (47). Then according to Eq. (50),
the velocity of each search agent is calculated depending on
the present acceleration and the best position. Finally, using
Eq. (51), the position of all particles in the search space is
updated. So, in each iteration, the best solution (gpes) and
(Ppest) for all objects are changed. The above procedure is
repeated until the proposed system reaches the end criterion.
The procedure of the hybrid PSOGSA optimization algorithm
is summarized in the flowchart shown in Fig. 7.

D. MOTH-FLAME OPTIMIZER

Moth-flame optimizer (MFO) is a novel developed optimiza-
tion technique, firstly implemented by Mirjalili in 2015 [41].
In the MFO optimization method, moths are assumed to be
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the elected solutions, while the variables of the optimization
problem are taken as the position of these candidates in the
search area. According to this, moths can fly in different areas
(1-dimensional, 2-dimensional, 3-dimensional or hyper-
dimensional) by updating their position vector. As the MFO
is a population-based algorithm, the following matrix intro-
duces the set of generated moths [41], [42],

miy mio e miqd
M = 21 22 2d (52)
npu1 mp2 Ce Mpd

where n refers to the number of moths and d for the coincided
design variables.

The values of the proper fitness values corresponding to all
moths; can be assumed and stored as below [41], [43]:

OM,

OM,

OM = (53)

oM,
Another important component of the MFO method is

the flames, which are described as similar to the way of
moths [41]:

Fiin Fin ... Fiug
F— Fry Fp ... Fy (54)
Fa Fp ... Fu

In addition, it is assumed that there is a matrix for storing
fitness values as:

OF,

OF,

OF = (55)

OF,

In the MFO, both moths and flames are considered as
the solution. The moths are the actual search agents, which
execute the search space, while the flames act as the best
location of the moths so far. In other words, flames can be
assumed as flags or pins directed by moths in the process of
searching the space. Then, each moth looks for nearby a flag
(flame) and changes it to detect a superior solution. With this
technique, a moth possesses the best position [41].

The MFO configuration has three approximation func-
tions; the initialization function /; the main function P; and
the termination function 7. The overall frame of the MFO
technique can be considered as [41], [42]:

MFO=(,P,T) (56)

The initialization function / randomly generates a popu-
lation of moths with their fitness values as expressed in the
following

M(i, j) = ub(i) — Ib(i) x rand() + Ib(i) (57)
OM = fitnessFunction(M) (58)
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FIGURE 8. Some of the possible positions that can be reached by a moth
with respect to a flame using the logarithmic spiral.

When the initialization process is finished, the P function
starts operation until the termination function 7 is fulfilled.
The logarithmic spiral function is considered as the main
mechanism for updating the position of moths in accordance
with their corresponding flame [43].

The following formula is used for updating the position of
each moth towards the corresponding flame:

M; = S(M;, Fj) (59)

where M;, F;, and § indicate the i-th moth, the j-th flame, and
the spiral function, respectively. The logarithmic spiral for the
MFO main update mechanism is expressed as:

S(M;, Fj) = D;.e” . cos(2rt) + F; (60)

where D;, b, and t are the distance of the i-th moth for the j-th
flame, a constant for explaining the form of the logarithmic
spiral, a random number between [1, —1], respectively. D; is
estimated from the following expression:

D; = |F; — M| (61)

The spiral function is considered to make sure that a moth
flies nearby a flame and not blocked in the area between them.
Figure 8 shows the mechanism that the moth uses to update
its positions around the flame. Exploration stage occurs if the
next position of moth lies outside the search space between
it and the flame. On the other hand, the exploitation process
takes place when the next location lies in the area between
the moth and flame. The flowchart of the MFO algorithm is
shown in Fig. 9:

The following steps are used for more declaration of the
MFO algorithm operation:

o Assigning each moth a flame, and then updating the

location of flames in each iteration.

o To confirm that the moths never get lost in the search
area between it and the corresponding flame and assur-
ing the convergence of the MFO technique, the present
best position obtained is stored as a guide for the moths
in the next iteration.
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FIGURE 9. Flow chart of the MFO optimization algorithm.

o The exploration and exploitation processes are balanced
according to the adaptive number of flames.

« The acceleration convergence nearby the corresponding
flames over the iterations is influenced by the constant
of adaptive convergence (r).

VII. THE STUDY CASE

In this study, the proposed microgrid in this study is consid-
ered for Abu-Mongar village in Farafra Oasis, New Valley
governorate situated in the south-west of Egypt, in Western
Desert. According to the geographical location, the village is
located at latitude 26.5 N, longitude 27.7 E, and 133m above
the seawater level (see Fig. 10). It is about 250 kilometers
from the El-Dakhla Oasis, 450 kilometers from El-Kharga
Oasis and about 100 kilometers from the administrative cen-
ter of Farafra Oasis, which is about 600 kilometers away from
Cairo.

It has a population of about 7 thousand people, the only
region in the Arab Republic of Egypt, which did not reach the
grid electricity and live on the electricity of diesel machines,
which works about 14 hours a day.

The data of the intensity of solar radiation over the
horizontal surface and wind speeds were obtained from,
NASA depending on the long-term average of meteorological
parameters of 20 years of observation. The detailed potential
of the solar radiation and wind speed in the selected site
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FIGURE 10. The location of the studied village, namely abu-mongqar village located in the south-west of Egypt.

Solar Radiation (kWh/m2/day) Wind Speed (m/s)

Months

FIGURE 11. Average monthly solar radiation and wind speed for the
study area.

is shown in Fig. 11. The annual average radiation on the
horizontal surface for this village is about 6.04 kWh/m?/day
while its annual radiation ranges between 3.64kWh/m?/day
and 8.12kWh/m?/day. The potential of wind energy in the
south of Egypt was studied in [8]. The authors concluded that
the wind speed is more persistent and blow over this region
with frequencies from 67% to 87% over the year in two main
sectors N and NNW with average wind speed in the range
of 6.8 to 7.9 m/s [8]. The main loads in this area are residential
loads for lighting and other domestic facilities. Taking into
account the short period of availability of electricity in the
village, the maximum load observed was about 420 kW, while
the average demand for electricity was 265 kW. Taking into
consideration the nature of living in this region, a daily load
curve has been proposed. The peak load occurs in the period
from 19:00 to 22:00 o’clock as the major load of the selected
area is the lighting. The monthly averaged load demand is
shown in Fig. 12, while the suggested daily load curve for a
certain day is presented in Fig. 13.
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FIGURE 12. The monthly average load demand.
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FIGURE 13. The daily load curve of the study area.

The main goal of the optimization techniques is to mini-
mize the objective functions of equation (25) and determine
the best optimal size of the components of the RES microgrid,
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which are: (i) number of PV modules npy, (ii) number of
wind turbines nyr, (iii) number of battery storage banks npyy,
and (iv) number of diesel generators npg. In this research,
each optimization algorithm operates according to the follow-
ing steps:
A. Run the program of designing the RES based on the
energy balance, which has three main steps:

1. Generation of the initial population.

2. Run the program of designing the RES described
in equations from (1) to (23), as illustrated in the
flowchart presented in Fig. 2.

3. The evaluation process of the fitness function for
all agents/positions given in Eq. (25).

B. Run the optimization algorithm with the RES, which
involves the following processes:

1. Updating the position and sizing the RES ele-
ments, according to the nature of each optimiza-
tion algorithm.

2. Run the program of designing the RES described
in equations from (1) to (23), as illustrated in the
flowchart of Fig. 2.

3. The evaluation process of the fitness function for
all agents/positions presented in Eq. (25).

4. Check whether the proposed system meets the
end criterion or not. If so, (i.e., “Yes”), the pro-
gram will be stopped and will go to the next step,
otherwise (i.e., “No”’), the three previous pro-
cesses, namely from “1” to “3”’, will be repeated.

5. Show the results such as sizing of RES and the
best optimum values of COE, NPC, LPSP and
Dummy load.

VIIl. RESULTS AND DISCUSSION

A small village located in the southwest of Egypt deeply in
Western Desert has been used for assessing the optimization
of sizing a small-size isolated hybrid microgrid. Based on the
existing data, the annual average wind speed in the selected
site is about Sm/s and the average horizontal solar radiation
is 6.04kWh/m?/day.

The technical and economic specifications of PV, wind
turbine, battery bank, and diesel generator, used in this study
has been presented in Table 1. In the present work, the rate of
interest has been taken as 6%, while the lifetime of the system
has been chosen as 25 years.

The results were accomplished using MATLAB simulation
program. The control parameters and the boundaries of the
optimized variables are the same for the proposed optimiza-
tion algorithms used in this study. The maximum number of
iterations was set to 50 iterations and the maximum number
of search agents is 20.

A. OPTIMAL COMBINATION OF THE

SYSTEM COMPONENTS

In this study, the size of the proposed microgrid is defined
as the number of PV modules, the number of wind turbines,
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TABLE 1. Technical and economic characteristics of the system
components

Component Parameter Value Unit
Model PV-MLT260HC
Max. power 260 Watt
Length 1625 Mm
Width 1019 Mm
Thickness 46 Mm
Module efficiency  15.7%
PV Operating 47 °C
temperature
Temperature 0.45%
coefficient
Initial cost 112 $
O&M cost 1%
Lifetime 25 year
Model Fuhrlénder FL 30
Rated power 30 kW
Rotor diameter 12.8 m
Swept area 13 m?
Cut-in speed 2.5 m/s
Wind Turbine Rated speed 12 m/s
Cut-off speed 25 m/s
Initial cost 58564.79 $
O&M cost 3 %
Replacement cost ~ 34553.226 $
Lifetime 20 year
Model RS lead-acid battery
Size 12V(50Ah)
Efficiency 86 %
DOD 0.8
Weight 16.5 kg
Max.  discharge 750 A
Battery Bank current
Internal resistance ~ <=0.006 Q
Operating 0-40 °C
temperature
Initial cost 146.5 $
Replacement cost ~ 102.55 $
Lifetime 10 Year
Rated power 100 kW
Initial cost/kW 850 $
. Replacement 850 $
Diesel Generator costkW
O&M cost 3 %
Lifetime 10 Year

the number of battery banks, and the number of diesel gener-
ator units.

In this study, the size of the proposed microgrid is defined
by the number of (i) PV modules, (ii) wind turbines, (iii) bat-
tery banks, and (iv) diesel generator units. Table 2 shows
the detailed results of the optimization process, while the
optimization algorithms were evaluated considering 10 and
50 iterations. It can be seen in Fig. 14 that WOA reached the
optimum solution of 0.228833 within the predefined opera-
tion limits after 23 iterations, while WCA reached the best
cost of 0.229951 after 16 iterations, MFO reached the best
cost of 0.2299526 after 41 iterations, and PSOGSA reached
the best cost of 0.2300714 after 14 iterations.
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FIGURE 15. Comparison of the optimization parameters of the used optimization techniques.

The results show that the WOA optimization method can solution is higher than that of the WOA. Therefore, the
capable to reach the minimum best optimal value of the elapsed time and the attitude of objective functions of
objective function. Base on the results, a note should be high- WOA and PSOGSA illustrate the superiority of WOA
lighted, the PSOGSA is faster than the other three algorithms over PSOGSA to find the optimum minimum objective
according to the elapsed time (s) of the program operation function in a small number of iterations as illustrated in
for producing its optimal solution. However, this optimal Fig. 14 and Table 2. Moreover, in terms of acceptable
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FIGURE 16. Simulation results of the optimal solution obtained from WOA for a one year of operation (i.e., 8760 hours).
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solutions, the numerical results in tables and figures illustrate
that the performance of WOA is faster and better compared
to PSOGSA and other techniques.

Form the simulation results, it can be inferred that the
WOA predicts the minimum COE of the system with the least
NPC and LPSP within the predefined limits. Moreover, WOA
predicts the best COE of 0.18500434 $/kWh, which results
in a net present cost of 5418863.798% and ensure the value of
LPSP of 9.07269e-07, which agree with the predefined value
(<0.04). The same results are obtained when the optimization
algorithms are limited to 10 iterations, but unfortunately, all
the proposed techniques did not reach the optimal final value
for the cost function.

According to WOA algorithm, to ensure the minimum
COE at the proposed location; 1400 PV modules, 15 wind
turbines, (1.67941~ 2) DG units and 336 battery banks are
estimated. Moreover, the COE obtained by WOA shows that
the proposed hybrid microgrid system supply energy to the
isolated village with an acceptable cost. The comparison
is clearly presented in Fig. 15, in which the components
of the objective function for each optimization method are
presented.

Although WOA provides a minimal of COE, its fuel cost
is the highest. The reason behind that can be clarified as
that WOA gives the minimum value of battery storage units
(i.e., 336 units), which forms a high cost of initialization and
replacement. Accordingly, reducing the number of battery
storage units leads to a reduction in COE. On the other side,
decreasing the capacity of the storage system leads to a long
operation of the diesel generator, which in turns consumes
much fuel and raises the cost of fuel/year.

B. APPLICATION OF THE OPTIMAL CASE

Figure 16 shows the hourly variation of the generated power
for the components of the proposed hybrid system at the
optimum case of WOA. In this figure, the presented results
are: the load demand (Pj,4q), the total power generated from
the renewable sources of energy (Ppy+Pwr), the generated
power from the diesel units (Ppg), the number of diesel gen-
erator units in operation every hour (DG units), dummy load
power (Pqummy), charge and discharge power of the storage
battery system (Pcy&Pprs), the state of charge of the battery
bank system as percentage of the storage system capacity
(SOC), and the fuel consumption of the diesel generator units.
Due to the low wind speed in this area, the diesel generator
units are daily operated with different degrees of generation to
satisfy the demand for energy of the load during the hours of
insufficient generation from the PV and wind turbine sources
and low SOC for the battery system. While during the hours
of high generation from the renewable sources the dummy
load is operated to absorb the excess power over the demand
of the load and the maximum limit of the storage system.
For a better understanding of the energy management strat-
egy behind the optimization algorithms, the daily simulation
results of the hybrid system, taking into account the optimum
operation conditions, are considered, as illustrated in Fig. 17.
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Figure 17 shows the simulation results of WOA for a
certain day (e.g., starting from time instant 3296 in Fig. 16)
in summer. From Fig. 17(a), it is obvious that the daily load
curve has two peaks, the first peak around 13:00 o’clock,
where the temperature is very high and there is a need for
reducing the air temperature using available air conditioners.
The second peak is around 17:00 o’clock after the sunset,
as all workers/farmers back home. During the night and
early hours, the power generated from the renewable sources
is minimum so that the diesel generator is working with
high capacity (i.e. the two proposed DG units by WOA
are working together). While after 06:00 o’clock, when the
sun rises and the output power from PV and wind turbines
increases, only one DG unit in conjunction with renewable
sources are enough to satisfy the demand of energy. During
daytime between 12:00 and 17:00 o’clock when the power
generated from the nontraditional sources is greater than
the load demand, the DG is switched off. Consequently,
the excess power is used to charge the battery banks as
shown in Fig. 17(b). The battery starts charging until reaching
its maximum allowable limit. Moreover, when the battery
is fully charged as given by the SOC of the battery when
reaches 100%, the excess power is consumed in the dummy
load, as given in Fig. 17(b). After sunset, the battery starts to
discharge its energy until reaching the SOC,;, and the DG
starts to work again.

IX. STATISTICAL ANALYSIS

In this part, a detailed statistical analysis has been presented to
provide a good explanation and assessment of the simulation
results obtained by applying the proposed optimization tech-
niques. Moreover, the performance stability of each proposed
algorithm was tested in accordance with the application of
sensitivity analysis. The present statistical study included,
the maximum value of cost function, the minimum value,
Mean value, Median, the Standard Deviation (SD), the Rel-
ative Error (RE), Root Mean Square Error (RMSE), Mean
Absolute Error (MAE), and efficiency. These metrics have
been evaluated as described in the following formulas:

"R (F;i—F
sp— |Z=m i) (62)
nR — 1
RE — Z:lil (Fi — Fimin) (63)
Fmin
"R O(F: — Fo
MAE — lel( i min) (64)
nR
Y'lR F:— F.: 2
RMSE = \/ 21 (Fi = Fmin) (65)
nRr
. Fiin
efficiency = x 100% (66)

1

where F; refers to the cost function for each of the proposed
techniques at each run, Fj,;, is the minimum recorded value
of the objective function, and ng refers to the number of runs
of the MATLAB model. To achieve this study and evaluate
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FIGURE 17. Simulation results with WOA of a certain day of operation in summer (i.e., 24 hours of operation between the instant of 4296 hour
to 4320 hour).
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FIGURE 18. Convergence curves of the proposed optimization techniques considering 30 executions; (a) WOA, (b) WCA, (c) MFO, (d) PSOGSA.

TABLE 2. Optimization parameters of the proposed optimization techniques

After 10 Iterations Optimal Solution
WOA WCA MFO PSOGSA WOA WCA MFO PSOGSA
Best objective function 0.226577 0.2301138 0.2337865 0.23010892 0.2288333 0.2299526 0.2299518 0.2300715
PV 1400 1400.1460875 1400 1400 1400 1400 1400 1400
Best solution Wind 15 15 15.0655 15 15 15 15 15
DG 1.584727 1.59624 1.522534 1.59657 1.679414 1.629964 1.629922 1.598077
Battery 589.4163 545.8431 572.8245 547.49001 336.0255 439.77882 439.8286 539.991
No. (?flteratlons for optimal . . i . 2 16 41 14
solution
COE ($/kWh) 0.198618 0.206216 0.2050342 0.2036462 0.1850043 0.2003754 0.2003736 0.205903
NPC (8) 5817622.382 6040150.480 6005547.529 5964894.825 5418863.799 5869088.725 5869036.077 6030997.822
LPSP 0.00009516 0.0000227 0.00587360 0.00545489 9.0726%107 8.482*10°13 1.9451*10° 2.7977*10°"°
Fuel cost 201779.714 202709.376 195983.612 197884.295 208573.453 205289.298 205286.098 202876.468
Dummy load (kWh) 14734.13601 15096.87249 15881.75126 15058.15653 15483.097892 14770.9425 14980.13723 14771.02531

TABLE 3. Evaluation of the statistical performance of the proposed optimization techniques

Average

Technique Max. Min. Average Median SD RE

MAE RMSE Efficiency

WOA 0.2603056  0.2259942  0.2285081 0.22685783  0.61856738  0.33370396  0.002513839  0.00658076988  98.96218836
WCA 0.2306855 02299516  0.2300958  0.23002353  0.02187313  0.01880892  0.000144171  0.00025890931 99.93743000
MFO 02305667  0.2299516  0.2300366  0.22997916  0.01495997  0.01108690  0.000084981  0.00016987050  99.96309810
PSOGSA  0.2345954  0.2299516  0.2302699  0.23002350  0.08543884  0.04152667  0.000318304  0.00089831210  99.86307644

the performance of the proposed algorithm, the following the proposed algorithm are set to 10, 50, and 30, respec-
parameters have been chosen as follows: search agents, num- tively. The convergence curves of proposed methods over
ber of iterations in each run and number of executions for the 30 executions are shown in Fig. 18. The statistical
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performance for WOA, WCA, MFO, and PSOGSA is sum-
marized in Table 3. As presented in Table 3, the WOA opti-
mization algorithm has an acceptable RMSE. In addition, the
value of SD proved that there is no change in the obtained
results over the operation circle, which in turn manifests the
stability of the proposed algorithm.

X. CONCLUSION

Implementation of a hybrid microgrid system can be con-
sidered as the optimum solution for electrification in rural
and isolated regions. Considering the meteorological data
of the site, a simulation model for describing the operation
of a hybrid microgrid system, based on PV/wind/diesel and
battery storage, has been investigated. In this study, four
optimization techniques are proposed to obtain the optimum
design of an isolated hybrid microgrid system. The goal of
this work is to cover the load demand of the proposed location
with the minimum cost of energy and high reliability of the
power supply. A comprehensive comparison study between
WOA, WCA, MFO, and PSOGSA is presented, while WOA
presented high operation efficiency which appeared in the
best COE and speed of convergence. Moreover, statistical
and sensitivity analysis have been applied to evaluate the per-
formance and test the stability of the proposed optimization
techniques. Statistical results and simulation analysis con-
cluded that WOA is the most promising among the proposed
methods in solving the optimization problem. In fact, this
study is useful for the decision-makers of New Valley, Egypt
to think about the implementation of such hybrid systems as a
convenient solution for electrification to reduce dependency
on fossil fuels.
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