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ABSTRACT A multi-objective optimal sensor placement method based on quantitative evaluation of fault
diagnosability is proposed. Fault diagnosability evaluation is the basis of fault diagnosis, and insufficient
sensor point information is the main reason for the low quantitative evaluation index of fault diagnosability.
Therefore, a method to improve the fault diagnosability of a system by adding soft and hard sensors is
presented. However, increasing sensors is limited by the constraints of cost, reliability and complexity.
In view of this and based on ensuring the fault diagnosability, a multi-objective optimization method for
the sensors is proposed to improve system reliability and promote development towards stability, efficiency
and economy.

INDEX TERMS Fault diagnosability, quantitative evaluation, sensor placement, NSGA-II.

I. INTRODUCTION
With the development of modern engineering systems
towards scale, integration and complexity, the risk of failure
also increases accordingly. Once the failure of such a system
occurs, it will be difficult to detect and the loss will be
immeasurable. Therefore, people put forward more urgent
demands for high-security and reduced accident probability.
The research shows that low fault diagnosability is one of
the main reasons leading to a high failure rate for systems.
That is to say, the measured information is not enough to
support rapid and reliable fault detection. For research on
fault diagnosability, the traditional methods mostly focus on
qualitative research after a fault occurrence, which cannot
quantify the true level of fault diagnosability [1]. Therefore,
exploring how to evaluate the fault diagnosable performance
of a system at the design stage (before failure occurs), and
how to realize high fault diagnostic ability at the design stage
through the optimal placement of sensors, is urgently needed.

The research on fault diagnosability mainly includes two
aspects: diagnosability evaluation and diagnosability design.
In recent years, the research on fault diagnosability evaluation

The associate editor coordinating the review of this article and approving
it for publication was Ho Ching Iu.

mainly focuses on two aspects. First, fault diagnosability is
regarded as a system characteristic, which is only related to
the system property. Second, fault diagnosability is not only
related to system attributes but also depends on the design
of a fault diagnosis algorithm. Although the method of using
a diagnosis algorithm to study fault diagnosability has been
widely used, it is difficult to obtain an evaluation result that
accurately reflects the diagnosability of the system because of
its heavy dependence on the design accuracy of the residual
error in the fault diagnosis process. Therefore, it is necessary
to explore an effective method that can evaluate faults qual-
itatively and vectorize them in depth without relying on any
fault diagnosis algorithm.

The research on the evaluation of fault diagnosability is
aimed to provide the evaluation results of fault detectabil-
ity and isolability under the existing system hardware con-
ditions for a given set of faults. Literature [2] studies the
fault diagnosability evaluation of linear systems based on
the basic idea of model-based residual generation for fault
diagnosis. Literatures [3]–[5] designed residuals using poly-
nomial basis, equivalent space and coprime decomposition,
and evaluated diagnosability according to the existence of
residuals. However, the evaluation results of these traditional
methods depend on the design accuracy of residual errors,
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which makes it difficult to accurately reflect the real diag-
nosable performance of the system. Literatures [6], [7]
attempted to study diagnosability evaluation without relying
on fault diagnosis algorithms, but these methods are deficient
in two aspects: one is that they can only give qualitative
analysis results and lack clear quantitative indicators, i.e. the
degree of fault diagnosability; the other is that they do not
consider uncertainties such as noise of non-linear systems,
which seriously affects the accuracy of evaluation results.
Recently, Lead Resercher’s group at Linkping University
in Sweden [8]–[10] used the Kullback-Leibler Divergence
(KLD)method based on system characteristics to quantify the
diagnosability of linear systems by measuring the similarity
of the probability density function (PDF) under different fault
conditions. Literature [9] only relied on its own linear system
attributes, using the KLD method, to give the quantitative
evaluation index of fault detectability and isolability. At the
same time, literatures [11], [12] studied the fault sensitivity
of nonlinear systems with this method, which provides a
new basis for further quantitative evaluation of the nonlinear
system fault diagnosability.

When the fault diagnosability evaluation index of the
system is low, it is necessary to design the fault diagnos-
ability to improve its evaluation index. Generally speaking,
the fault diagnosability of the system can be satisfied by
adding sensors to the system to increase the measurement
information. The increase in measuring points can be hard
sensors. However, due to considerations of installation space,
cost and other factors, it is difficult to measure some impor-
tant variables by hardware sensors. It is possible to estimate
them by choosing other variables that are easy to measure,
to form a mathematical relationship with them, and replace
hardware (sensors) with soft sensors. Thus, the measurement
information may be increased by adding hard sensors or soft
sensors.

After designing the fault diagnosability, the evaluation
index of fault diagnosability should be satisfied. However,
because the position and quantity of the sensors added to the
system are often subject to the structure and economic con-
ditions of the system, it is important to consider the optimal
placement of the sensors in order to improve the quality of the
system [13]. At present, the research on optimizing sensor
placement as a multi-objective optimization problem with
the goal of improving fault diagnosability still needs further
investigation [14].

The research on optimal placement of sensors began in
the late 1970s. Since Lambert [15] used a fault tree to anal-
yse the sensor placement based on the influence of fault
sources on process variables, scholars have carried out exten-
sive research on optimal sensor placement with abundant
achievements [16]–[19]. Among them, the effective inde-
pendent method and the modal kinetic energy method are
the most widely used. From them, the effective independent
coefficient method, the effective independent-driving point
residue method and the random class algorithm are derived.
Because optimal sensor placement involves many indicators,

such as quantitative evaluation of faults, cost, accuracy and
reliability, some scholars regard the optimal sensor place-
ment as a multi-objective optimization problem and adopt
a multi-objective evolutionary algorithm for research. Com-
pared with the traditional method, the advantages of multi-
objective evolutionary algorithms are that they can deal
with non-linearity, discontinuity, non-differentiability, and do
not need too much prior knowledge. So far, research on
the multi-objective evolutionary algorithm has made some
achievements, such as the VEGA algorithm [20], MOGA
algorithm [21], NSGA algorithm [22], and SPEA algorithm
based on elite retention strategy, etc. The NSGA-II algorithm
based on fast sorting, density estimation and elite strategy
is currently the best multi-objective optimization algorithm
at [23]. Literature [24] uses the NSGA-II algorithm to solve
the problem of residual sensors data allocation in the case
of system failure. However, by analysing the above research
results, we find that most of these studies are focused on
quantitative research, that is, each sensor’s contribution to
fault diagnosability focuses on the qualitative evaluation of
‘‘yes’’ or ‘‘no’’, but lacks the quantitative analysis of sensor
response to fault information.

Therefore, this paper explores an effective method to quan-
titatively evaluate the diagnosability of faults in non-linear
systems. Based on the consideration of improving the fault
diagnosis performance of the system by adding soft and hard
sensors, the sensor placement is optimized using a multi-
objective approach.

The remainder of the paper is organized as follows.
Section II introduces a quantitative evaluation method for
fault diagnosability. Section III discusses the design of soft
sensors to increase the measurement information of the sys-
tem. The multi-objective optimal sensors placement method
is discussed in Section IV, which selected the optimal sensor
configuration set of the system. Section V employs a vehicle
power supply system model to demonstrate an optimal sen-
sor placement problem. Finally, some conclusions are given
in Section VI.

II. QUANTITATIVE EVALUATION OF FAULT
DIAGNOSABILITY
A. PROBLEM DESCRIPTION
Consider a system that needs to be evaluated for fault diag-
nosability:

ẋ = g(x, u, v, f )

y = h(x, u,w) (1)

where x ∈ Rn is the state vector of the system, y ∈ Rm

is the output of the system, u ∈ Rq is the input function,
g and h are non-linear functions, v and w are the state noise
and measurement noise of the known PDFs, and f is the
possible faults in the system. The system described in Eq. (1)
is a typical non-linear structural system. In order to study the
optimal placement of sensors, Eq. (1) can be defined as a
system model or a system structure model.
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Since the residual is the basis of fault diagnosis, the com-
mon method is to compare the actual output y and expected
output ŷ of the observation system to form a residual, and then
extract fault features from the residual to determine whether
the system has a fault. The residual of the system can be
expressed as:

r = y− ŷ (2)

In theory, when there is no fault in the system, the residual
is zero.When the system fails, the residual deviates from zero,
based on which the system fault diagnosis can be carried out.
However, due to the influence of uncertainties such as random
noise, the PDF of the residual r should be close to the PDF
of the measurement noise w when the system does not fail.
If there is a deviation from the PDF of w, the system will fail.
Thus, in order to quantitatively evaluate the fault diag-

nosability of system (1), an effective method is to quantita-
tively describe the detectability and isolability of different
faults by measuring the difference in PDF. In probability
theory, the KLD method, also known as relative entropy,
is an effective method to describe the difference between
two probability distributions. Therefore, it is undoubtedly
feasible to quantitatively evaluate the diagnosability of faults
using KLD, which can measure the diversity of a multivariate
distribution when different faults occur.

B. QUANTITATIVE EVALUATION OF FAULT
DIAGNOSABILITY BASED ON KLD
Assuming that there are two different faults fi and fj in the sys-
tem, considering the influence of the faults on the system, the
residual will be different under these two faults. Therefore,
the difference in residual can be considered to distinguish the
two kinds of faults. It is assumed that under these two typical
faults, the PDFs of residual are pi ∈ Yfi and pj ∈ Yfj respec-
tively, where Yfi and Yfj are the PDF set of residuals under
faults. According to the theory of data similarity, the greater
the difference between pi and pj, the greater the difference
between the corresponding residual, which means that the
two kinds of residual data are easier to separate.

In order to verify the above analysis, the following likeli-
hood functions are introduced:

λ(r) = log
pi(r)
pj(r)

(3)

where pi is the PDF of the residual when fault fi occurs, pj is
the PDF of the residual when fault fj occurs and λ(r) is the
defined likelihood function.

According to the logarithmic characteristics of the like-
lihood function in Eq. (3), it is not difficult to find that
when only fault fi occurs in the system, the PDFs of the
residuals satisfy pi > pj, and the likelihood function follows
E[λ(r)] > 0; conversely, when only fault fj occurs in the
system, the PDFs of the residuals satisfy pi ≤ pj, and the like-
lihood function follows E[λ(r)] ≤ 0. E[λ(r)] can judge the
different types of faults occurring in the system by changing
its symbols. The value of E[λ(r)] represents the probability

of occurrence of a fault, which also indicates the difficulty of
distinguishing the fault from other fault forms. Its expression
is:

E[λ(r)] = E
[
log

pi(r)
pj(r)

]
(4)

Eq. (4) can be found to satisfy the calculation formula
of KLD.

K (pi||pj) =
∫
∞

−∞

pi(r) log
pi(r)
pj(r)

dr = Epi

[
log

pi
pj

]
(5)

Here, the minimization of KLD is used to quantita-
tively evaluate fault detectability FD(fi) and fault isolability
FI (fi, fj), which can be obtained by the following equations:

FD(fi) = min[K (pi||pNF )] (6)

FI (fi, fj) = min[K (pi||pj)] (7)

where pNF is the density function of the system residual
probability when the system is normal, which is equivalent
to the PDF of the measurement noise to which the system
is subjected. Since K (pi||pj) ≥ 0, FD(fi) ∈ (0,∞). Thus,
the larger FD(fi) is, the less difficult it is to detect fault fi.
When FD(fi) = 0, fault fi cannot be detected. Similarly,
the larger FI (fi, fj) is, the stronger the isolability between
fault fi and fj; when FI (fi, fj) = 0, faults fi and fj do not have
isolability.

By applying the quantitative evaluation method of fault
detectability in Eq. (6) and (7), effective evaluation of fault
detectability and isolability can be achieved. However, in the
application of this method, it is necessary to know the PDF
of residuals. For the estimation of residual PDF, the kernel
density estimation (KDE) method is usually used. In order to
ensure the accuracy of estimation, a large amount of data is
usually employed for estimation. Therefore, for the purpose
of improving computational efficiency, a sparse kernel den-
sity estimation (SKDE) method is more advantageous [25].
This method has the advantages of fast calculation speed,
small memory requirement, and more smooth and accurate
estimation of PDF.

By using the SKDE method mentioned above, the PDF
p(r) of the residual can be estimated. For Eq. (5) in a non-
linear structure, the Monte Carlo (MC) method can be used
to approximate the solution.

Taking the process of solving Eq. (5) as an example,
the MC method is used to obtain the solution:

K̂ (pi||pj) =
1
ns

∑
ns

log
p̂i
p̂j

(8)

where ns is the number of p̂i sampled from pi. According
to [26], the estimated error in Eq. (8) usually obeys a normal
distribution, the expectation is 0 and the variance is:

σ 2
MC =

1
ns

(
E
[
log

(
p̂i
p̂j

)]2)
(9)

That is to say, the estimation error satisfies r̃ ∼ N (0, σ 2
MC ),

with the increase of sampling number ns, the variance of
MC estimation will also decrease.
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III. SOFT SENSOR DESIGN
To ensure that the system meets the requirements of fault
detectability and isolability, it is necessary to obtain enough
measurement information in the system, and the acquisition
of measurement information requires the configuration of
sufficient sensors. Of course, based on the traditional method,
the addition of hard sensors can increase the measurement
information of the system. But the problem that cannot be
ignored is that because of the limitations of installation space,
technology and cost in the system design, it is difficult and
uneconomical to obtain all the measurement data from hard
sensors. A feasible method is to replace these hard sensors
with software (soft sensors) by establishing the mathemat-
ical relationship between the variables to be measured and
those already measured. In order to distinguish, soft sen-
sors and hard sensors are collectively called measuring point
sensors (MPS).

Let the number of configurable hard sensor nodes in
the system be n0, the set of configured hard sensors be
S0 =

{
s1, s2, · · · , sn0

}
, and the measurement information of

sensors be x1, x2, · · · , xn0 . If there is a redundant configura-
tion of sensor si in the system, that is, measurement data of
sensor si can be expressed mathematically by metrical data of
other sensors configured in the system, then there should be
a relationship:

x̂i = g(x1, x2, · · · , xi−1, xi+1, · · · , xm, d) (10)

where x1, x2, · · · , xi−1, xi+1, · · · , xm is the measurement
data vector of the hard sensor. x̂i is the soft sensor, which is
the ith sensor data point fitted by the measurement data of
other sensors. d is the measurable disturbance information.
g is the describing function of analytic redundancy relation-
ship. In order to design soft sensors to replace the original
hard sensors, the key is to use the algorithm to construct the
description function g.

The partial least square (PLS) method can extract redun-
dant and highly correlated data through spatial compression
technology, overcome the correlation between noise and vari-
ables, and accurately capture the mathematical relationship
between sensor data. The redundancy relationship between
sensors can be obtained using the PLS method. Although
traditional PLS can extract useful information from high-
dimensional data and is suitable for finding process quality
characteristics and establishing models from large amounts
of data, the essence of PLS is the linear regression method.
Thus, the modelling accuracy is not high when dealing
with data with strong non-linearity. Therefore, in this paper,
the improved kernel partial least square (KPLS) method is
employed to construct the redundancy relationship between
sensors. Based on the kernel function, the input space is
mapped to high-dimensional feature space through the non-
linear function φ(), thus the non-linear relationship between
the input space and the output space can be obtained.

When using KPLS for redundancy analysis, the input data
matrix is X = [x1, x2, · · · , xm], which consists of the data

of m sensors. The output variable is Y = ŷ, which is the data
collected by the redundant sensor sj.

Since the mean value of mapping data is zero in the
KPLS algorithm, it is necessary to centralize the core
matrix K . For the N×N -dimensional core matrix K , the cen-
tralization process is as follows:

K̃ = K − InK − KIn + InKIn (11)

where In =

 1 · · · 0
...
. . .

...

0 · · · 1


After selecting the kernel function, the KPLS algorithm

can be completed using the following steps
Step 1: Set i = 1,Ki = K ,Yi = Y ;
Step 2: Initialize ui, let ui equal any column of Yi;
Step 3: Calculate the output space variable score vector

ti = Kiui, ti← ti/ ‖ti‖;
Step 4: Calculate the output space variable score weight

vector qi = Y Ti ti;
Step 5: Loop computing the input space variable score

vector ui = Yiqi, ui← ui/ ‖ui‖;
Step 6: Repeat Steps 2 to 5 until convergence. The conver-

gence condition is that ti and ti−1 are equal in the allowable
error range;
Step 7: Update matrices K and Y according to the follow-

ing equations

Ki+1 = Ki − titTi Ki − Kitit
T
i + tit

T
i Kitit

T
i

Yi+1 = Yi − titTi Yi

Step 8: Let i = i + 1, terminate the loop if i > imax, and
return to Step 2.

The application of KPLS and the method to deter-
mine the number of potential variables are detailed in the
literature [27], [28].

When the relationship between sensors is found using the
KPLS method, the analytical redundancy model between
sensors can be obtained.

As mentioned above, the set of hard sensors in the system
is S0, and the KPLS method can be used to express the
hard sensors in S0 mathematically. However, not all hard
sensors in S0 can be replaced by soft sensors. If n1 of all
n0 sensors in S0 can be expressed mathematically, a set of
soft sensor configuration S1 can be constructed, then the set
of all the MPS in the system is:

S = S0 ∪ S1 (12)

It is not difficult to find that there are n sensors in set S,
and they satisfy n = n0 + n1.
The set S of MPS includes both hard sensors and soft

sensors. Although they can providemeasurement information
for the system, their cost-effectiveness is not the same when
considering the cost, reliability and complexity. Therefore,
it is necessary to reconfigure the sensor set to realize the
optimal design of S.
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IV. MULTI-OBJECTIVE OPTIMAL PLACEMENT OF MPS
A. CONSTRAINT FUNCTION IN OPTIMAL
PLACEMENT OF MPS
Due to the constraints of installation space, technology and
cost, the following four constraints are given for the sensor
placement.

1) Limitation of the number of hard sensors. If the set
of hard sensors in the system is S0 =

{
s1, s2, · · · , sn0

}
,

the number of hard sensors in the set should satisfy:

n0 ≤ q (13)

where q is the upper limit of the number of hard sensors,
and the selection of q should be determined according to the
actual system requirements.

2) The existence of soft sensors. Considering the analytic
redundancy between sensors, soft sensors can be used to
replace hard sensors. However, a problem that cannot be
ignored is that after the optimal configuration of the sensor,
there may be a deletion of the hard sensor. If the removed hard
sensor is used to construct the soft sensor, the soft sensor will
not exist. Therefore, in the optimization process, the existence
of a soft sensor should be considered as a constraint condition,
and it should satisfy the following equation:

si0 = g(sj, sj+1, · · · , sj+m) sj, sj+1, · · · , sj+m 6= 0 (14)

where si0 is a soft sensor to be reconstructed, sj, sj+1, · · · , sj+m
are hard sensors used to reconstruct si0, and g is a non-linear
function.

3) The constraint on fault detectability. Fault detectability
is the basis of fault detection, and sufficient information from
sensors is the premise to ensure fault detectability. Therefore,
the constraint of fault detectability should be considered in
the configuration of sensors.

If the set of all the sensors in the system is S, and all the
sensors in S are configured in the system, the fault detectabil-
ity of the system can be maximized

FDmax(fi) = KS (pi||pNF ) (15)

where KS (pi||pNF ) is the detectability of fault fi for a given
set of sensors S. In fact, in order to ensure that fault fi can
be detected, it is not necessary to configure all sensor points.
If the optimal allocation of measuring points is considered,
it should be satisfied:

KS (pi||pNF ) ≥ Kreq(pi||pNF ) (16)

where Kreq(pi||pNF ) is the minimum requirement of fault
detectability. Under this basic requirement, the set Sreq of
sensors should be a subset of set S.

4) The constraint on fault isolability. Fault isolability is the
basis of fault isolation. Compared with fault detection, fault
isolation is more complex. It requires not only that faults can
be detected, but also that enough information can be obtained
so that different faults can be isolated and diagnosed.

For all the sensors S in the system, when the measurement
information is acquired, the maximum quantified evaluation

index of fault isolability under the current situation can be
achieved:

FImax(fi, fj) = KS (pi||pj) (17)

where KS (pi||pj) is a quantitative evaluation index for the
isolability of fault fi and fj under set S of sensors. In order
to achieve the minimum requirement of fault isolability
Kreq(pi||pj), similar to the fault detectability constraint,
it should be satisfied.

KS (pi||pj) ≥ Kreq(pi||pj) (18)

B. OBJECT FUNCTION IN OPTIMAL PLACEMENT OF MPS
After designing the constraints function of the optimization
process, the objective function is also needed in the process.
Here we define three objective functions.
Definition 1 : Under set S of MPS, the relative cost of

sensors Cs is defined as the cost coefficient under set S.

Cs = 0.1+

[∑
i∈n

(µicisi)]

]/
n (19)

where n is the total number of MPS. ci is the cost coeffi-
cient of the sensor si. ci is mainly composed of the price of
the sensor itself, the installation cost and the later mainte-
nance cost. µi is the cost quantification factor. If the current
MPS is a hard sensor, it satisfies µi = 1. However, if it is a
soft sensor, it satisfies µi = 0.6.
Remark: The set of MPS is S = {s1, s2, · · · , sn}. For a

sensor si ∈ S, if the sensor is selected, si = 1, otherwise
si = 0. The cost quantification factor µi is introduced
considering the later maintenance cost of the soft sensor. The
purpose is to differentiate soft and hard sensors, and then
design the objective function in accordance with the actual
situation.
Definition 2 : Under set S of the MPS, the reliability index

of the sensor is defined as Rs:

Rs = 1− (max
∀i

Ui)

Ui = πi · (ri)si (20)

where Ui is the probability that fault fi cannot be detected,
πi is the prior probability of fault fi and ri is the failure
probability of the sensor.
Remark: It can be seen from Eq. (20) that the greater

the Rs, the higher the reliability of the candidate sensor. But
the same Rs may also represent different sets of sensors.
Definition 3: Because the sensor may be a hard sen-

sor or soft sensor, in view of the difficulty of its configuration
in the system, the implementation complexity of the sensor in
the system is defined as:

Ts(n) = ηi · O(f (n))+ 0.1 (21)

where O() is an order of magnitude function, f (n) is a func-
tion of the same order of magnitude as Ts(n) and satisfying
lim
n→∞

Ts(n)/f (n) = C , C is a constant that is not zero and
ηi is the symbol function. If the current MPS is a hard sensor,
ηi = 0; otherwise, if it is a soft sensor, ηi = 1.
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C. MULTI-OBJECTIVE OPTIMAL PLACEMENT
MODEL OF MPS
From the above analysis, the optimal placement of sensors
is a multi-objective optimization problem that integrates the
factors of fault detectability, fault isolability, cost, reliability
and complexity. The problem can be described as:

{minCs,maxRs,minTs}

s.t. n ≤ q

Existence conditional equation (14)

KS (pi||pNF ) ≥ Kreq(pi||pNF )

KS (pi||pj) ≥ Kreq(pi||pj) (22)

The constraints are the total number of hard sensors,
the existence of soft sensors, and the quantitative evaluation
index of fault detectability and isolability. Under the premise
of satisfying these optimization constraint functions, we try
to find the optimal set of MPS, so that the reliability of
sensor placement is as high as possible, while the cost and
complexity are as low as possible. In order to solve the multi-
objective optimization problem in Eq. (22), this paper intends
to adopt the improved NSGA-II algorithm to optimize the
sensor placement.

D. IMPROVED NSGA-II OPTIMIZATION ALGORITHM
NSGA-II is one of the most popular multi-objective genetic
algorithms at present. It can reduce the complexity of the non-
inferior ranking genetic algorithm, has the advantages of fast
running speed and good convergence of solution set. Thus, it
becomes the performance benchmark of othermulti-objective
optimization algorithms.

In order to solve the multi-constrained and multi-objective
function problem shown in Eq. (22) using the NSGA-II
method, it is necessary to improve the algorithm of NSGA-II.
The main purpose of the improvement is to ensure that
the quantitative evaluation indexes of fault detectability and
isolability can be satisfied in the optimization process. The
flow chart of the improved NSGA-II algorithm is shown
in Fig. 1. The steps of the improved NSGA-II algorithm are
described as follows:
Step 1: Let the iteration number be G, the rank number is

Rank , and randomly generate the initial population P0(t) with
a size of NG.
Step 2: Determine whether the individual chromosomes in

the population satisfy the condition of fault detectability and
isolability, and if not, regenerate the population.
Step 3: Determine whether the calculation of population

congestion and the registration order have been completed
and if it has been completed, transfer to Step 4, otherwise
to Step 2.
Step 4: Fast non-dominant population sorting. First, the

first level non-inferior population is determined according
to the value of the objective function. Then, the first level
individuals are moved out of the population. In the remaining
population, the new non-inferior solution is determined by the

same method, which is defined as rank 2. Repeat by analogy,
until all individuals are assigned their corresponding ranks.
Step 5: Computation of crowding density for individuals

belonging to the same non-inferior rank.
Step 6: Make a tournament selection to determine the

new population. Two chromosomes were randomly selected
from the population for rank comparison, and individuals
with smaller rank were selected. If the two have the same
grade, the individuals with smaller density are selected. Thus,
population pop1(t) can be formed.
Step 7:Carry out adaptive crossover andmutation to gener-

ate an offspring populationQ(t). Individual fault detectability
and isolability should be guaranteed in crossover and muta-
tion operations.
Step 8: Merge population P(t) and Q(t) to form a new

population.
Step 9:Generate a new generation of population NPt using

the elite strategy.
Step 10: The number of iterations is judged. If the number

of iterations is limited, the result will be output, and the cycle
will end. Otherwise, it will go to Step 2.

In order to ensure the basic requirements of fault detectabil-
ity and isolability in the process of optimizing the placement
of sensors, the filter module of fault detectable and separable
is added in the process of optimizing. Specifically as follows:

1) Since the optimal placement of the sensors is an integer
programming problem, the placement vector of the sensor can
be directly used as the chromosome coding scheme.

2) As shown in Fig. 1, the detectable and separable filter
module are mainly designed to satisfy constraints Eq. (16)
and (18) in the multi-objective optimization process. When
the population initialization process detects that the individ-
ual chromosome does not satisfy the quantitative evaluation
index of fault diagnosability, it is necessary to regenerate
the individual population. In the process of chromosome
crossover and mutation, if the chromosome does not change
before and after crossover and mutation, or the chromosome
after crossover and mutation do not satisfy the restriction
conditions of fault diagnosability, the current crossover and
mutation will be invalid.

V. SIMULATION
A. VEHICLE POWER SUPPLY SYSTEM
In this paper, a 120 kWmilitary vehicle power supply system
(VPSS) was used as the simulation object and its core com-
ponent is a diesel generator set, as shown in Fig. 2. Under
the condition of field operation, the VPSS is not only the
main energy source of modern weapons and equipment but
also provides a safe and reliable life guarantee for the daily
use of electricity in the army. The system mainly includes an
automobile chassis, a noise reduction chamber, and a 120 kW
diesel generator set and its control system. The diesel engine
is a Cummins NT855-GA, the electronic governor is a Cum-
mins, the synchronous generator is a Stanford UCI274F, and
the voltage regulator is an MX321 excitation control system.
The relationship between the modules is shown in Fig. 3.

VOLUME 7, 2019 117855



D.-N. Jiang, W. Li: Multi-Objective Optimal Placement of Sensors Based on Quantitative Evaluation of Fault Diagnosability

FIGURE 1. Flow chart of the improved NSGA-II algorithm.
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FIGURE 2. Structural chart of VPSS.

FIGURE 3. Module diagram of VPSS.

TABLE 1. Common VPSS faults.

Based on theoretical analysis, the mathematical model of
the 120kW VPSS was established using block modelling.
Then, a 120kW vehicle power supply simulation system was
built on the MATLAB/Simulink platform by comparing the
simulation experiment with the real experiment data, setting
parameters and introducing boundary constraints.

Where vector U is the d-axis and q-axis voltage of the
generator. I is the d -axis and q -axis current of the generator.

TABLE 2. Qualitative evaluation of fault diagnosability.

Uf is the excitation voltage. Pm is the mechanical power of
the generator. n is the speed of the generator, and the rated
output voltage of the generator is 400V. Table 1 shows some
types of faults that may occur during operation of the VPSS,
all 9 failures are permanent faults.

The VPSS state was detected by sensors, and the VPSS
fault state was judged by detecting whether the measured
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TABLE 3. Quantitative evaluation of fault diagnosability.

data from sensors is abnormal. In this example, all the state
variables that can be detected were regarded as possible
sensor points. The data detected by sensors in the systemwere
voltage (V ), current (I ), fuselage temperature (T ), power
factor (φ), frequency (F), load (P), engine speed (Vs) and
excitation voltage (U0). The sensors used in VPSS are the
common types of power system. Because of the non-linear
characteristics of VPSS, when a fault occurs, the measured
data will fluctuate in a certain range.

B. FAULT DIAGNOSABILITY EVALUATION OF VPSS
In order to achieve the purpose of system fault diagnosis,
eight residual variables ri, i = 1, 2, · · · , 8 were defined
according to the measured sensor data. Combined with the
faults described in Table 1, the fault feature library was
established. And the influence of faults on the residual was
represented by the fault feature matrix. The ‘‘binary method’’
{1, 0}was used to describe the change of residual, ‘‘0’’ means
that the fault has no effect on the residual, and ‘‘1’’ means that
the fault makes the residual deviate. Through the detection of
nine kinds of faults, the description matrix of fault character-
istics was obtained as shown in Table 2.

In Table 2, the change of residual caused by faults is
qualitatively analysed. In order to quantitatively analyse nine
possible VPSS faults and further optimize the placement of
sensors, the quantitative evaluation results of fault diagnos-
ability can be obtained using the KLD method proposed in
Section II, as shown in Table 3.

Comparing the qualitative analysis of Table 2 with the
quantitative analysis of Table 3, the conclusions of fault
diagnosability evaluation are consistent: 1) All nine kinds of
fault can be detected; 2) In all nine kinds of detectable faults,
faults f2 and f7 cannot be isolated from each other.

C. MULTI-OBJECTIVE OPTIMAL PLACEMENT
OF MPS IN VPSS
Based on the quantitative evaluation of VPSS fault diag-
nosability, the multi-objective optimal method was used
to configure the sensors of the system. By analysing the
VPSS test data, eight measurable state variables S0 =
{V , I ,T , φ,F,P,Vs,U0}were detected in the system, which

can be regarded as eight hard sensors in the system. Quantita-
tive evaluation of fault diagnosability for nine possible fault
modes in the system was also carried out around these eight
state variables.

Considering the complexity, cost, maintenance cycle and
other factors of hard sensors, combined with the analytic
redundancy relationship between hard sensors, soft sensors
can be considered to replace hard sensors to ensure that the
system can obtain enough information from measurement
points.

By analysing the measurement history data of eight hard
sensors and using the KPLS method in Section III, it was
determined that the power factor (φ), system load (P) and
engine speed (Vs) can be fitted by other hard sensor mea-
surement data. That is to say, the three hard sensors can be
replaced by soft sensors S1 =

{
φ̂, P̂, V̂s

}
. Therefore, the set

of all sensor points in the system is

S = S0 ∪ S1

=

{
V , I ,T , φ,F,P,Vs,U0, φ̂, P̂, V̂s

}
= {s1, s2, s3, s4, s5, s6, s7, s8, s9, s10, s11} (23)

In order to optimize the sensor set S, according to the
objective function in the process of sensor optimization, it is
necessary to determine the cost coefficient ci, the reliabil-
ity index ri and the complexity factor O(f (n)), as shown
in Table 4. The cost factor ci is measured by the actual cost
of hardware equipment. The reliability index ri is estimated
by experience. The complexity of soft sensors is obtained by
the complexity of algorithm design.

After determining the constraint function and the objective
function, the improved NSGA-II algorithm was used to opti-
mize the placement of the sensors based on multi-objective
method.

In the optimization process, there are eleven sensor points
in the system, namely eight hard sensors and three soft sen-
sors. However, not all eleven sensors are needed to ensure that
the fault diagnosability evaluation index meets the require-
ments. Here we used 60% of the quantitative evaluation index
of fault diagnosability as the expected value to optimize
the sensors. As shown in Table 5, the optimal placement of
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TABLE 4. Cost coefficient, failure probability and complexity
factor of MPS.

TABLE 5. Optimal placement results of MPSs.

sensors for the Pareto frontier solution is satisfied. Consid-
ering the Pareto set optimization method adopted in [29],
the optimal sensor configuration of VPSS can be selected.

Both results in Table 5 belong to the Pareto frontier solu-
tion. In order to reflect the role of soft sensors in the system
and many comprehensive factors that we have not consid-
ered, the optimal configuration set of sensors is selected as

Sopt =
{
V , I ,T ,F, V̂s

}
. That is to say, for all the sensors

in VPSS, only five sensor points, including voltage (V ), cur-
rent (I ), fuselage temperature (T ), frequency (F) and engine
speed (V̂s), can be selected to satisfy the quantitative eval-
uation index of fault diagnosability. Additionally, the opti-
mized sensor set took into account the cost, reliability and
complexity factors of the system, so as to realize the optimal
placement of the sensors.

VI. CONCLUSION AND FUTURE PROSPECTS
Research on fault diagnosability mainly includes two aspects:
fault diagnosability evaluation and fault diagnosability
design. Based on the quantitative evaluation of fault diagnos-
ability, the problem of optimal placement of sensors is studied
in this paper. Although the method described in this paper can
obtain the optimal sensor configuration set by optimizing the
quantitative evaluation of fault diagnosability, the following
three problems need to be further studied:

1) For a fault system with known model structure, how
many sensors should be deployed in order tomake all possible
faults of the system detectable and separable. Where and how
many sensors should be deployed when the existing sensors
in the system are insufficient?

2) In the case study, the criteria for selecting the optimal
sensor set are as follows: the optimal fault diagnosability

quantification index reaches 60% of the maximum fault diag-
nosability quantification index of the system. So, what is the
best quantitative index for fault diagnosability?

3) When the system is affected by uncertainties such as
noise and disturbance, the residual could not be a reflection
of fault information. At this time, the PDF of residual and
even the quantitative index of fault diagnosability will change
accordingly. What impact will these changes have on the
fault diagnosability, and will the optimal sensor placement
set change accordingly?

These problems are not only related to the problem of
fault diagnosability evaluation, but also the need to consider
how to synthesize fault diagnosability evaluation and fault
diagnosability design. At the beginning of system design,
fault diagnosability should be taken into the system design
as an intrinsic performance since it will then provide a strong
guarantee for the safe and reliable operation of the system,
which will be a very meaningful subject and the direction of
our next efforts.
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