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ABSTRACT The setting and adjustment of the weight parameters in the traditional fault diagnosis method
depend entirely on personal experience, and the parameter setting lacks regularity. To reduce the fault
diagnosis errors caused by human subjective factors and improve the speed and accuracy of power grid
fault diagnosis, we propose a method for power grid fault diagnosis using intuitionistic fuzzy inhibitor arc
Petri net (IFIAPN) with error back propagation (BP) algorithm. Firstly, according to the network topology
analysis and relay protection configuration setting rules, the inhibitor arc (IA) tuple is introduced into the
model structure of the intuitionistic fuzzy Petri net to reduce the ambiguity of protection and circuit breaker
action. Then, the weight parameters in the model are trained using a BP neural network algorithm to enhance
the objectivity of the parameters. Finally, a simulation of an IEEE-39 node system and a real case study using
the Hou-zhong line local grid were used to verify the effectiveness of the fault diagnosis method. The results
show that the method can effectively deal with the refusal and mis-operation of multiple circuit breakers and
improve the diagnostic efficiency under complex data environment.

INDEX TERMS Intuitionistic fuzzy set, inhibitor arc Petri net, BP algorithm, grid fault diagnosis.

I. INTRODUCTION
As the scale of the power grid continues to expand and the
number of renewable power integrations [1] continues to
increase, the complexity of faults increases, which signifi-
cantly increases the difficulty of power grid fault diagnosis.

The application of smart grid fault diagnosis provides tech-
nical support for constructing real-time and reliable online
power grid fault diagnosis systems. At present, the main
grid intelligent fault diagnosis methods include: Expert sys-
tems [2], Bayesian networks [3], Artificial neural networks
(ANNs) [4], Fuzzy analysis [5], Petri net (PN) [6], and some
combination methods [7]. In recent years, fuzzy Petri net
(FPN) has attracted considerable attention in grid fault diag-
nosis applications due to being simple, fast, and concurrent.
Based on the current status quo, the research on Petri net fault
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diagnosis methods mainly covers two aspects: optimization
of models and algorithms, and information processing.

In terms of optimization of models and algorithms, given
the inability of the Petri net model to adapt to changes
in the network topology, some research has devised cor-
responding solutions. A grid fault diagnosis method based
on directional weighted fuzzy Petri net was proposed in
Yang et al. [8]; the various propagation directions of electrical
equipment (Eq) faults were separatelymodeled andweighted,
which improved the flexibility and adaptability of the diag-
nostic model. Xie and Tong [9] proposed a grid fault diagno-
sis method based on hierarchically transition Petri net, which
reduces the matrix dimension and avoids repeated modeling
when the network topology changes. To reduce the order
of the association matrix, Li et al. [10] introduced the ass-
ociation matrix reduction technique, and then deleted the
Place unrelated to the reasoning. The calculation amount was
reduced, which improved the efficiency of fault diagnosis.
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From the perspective of information processing, improving
the effective use of alarm information is essential to improv-
ing the accuracy of fault diagnosis. To improve the processing
ability of uncertain information, a Petri net fault diagnosis
method based on probability information was studied [11].
The combination of FPN and probability information has bet-
ter processing ability for uncertain information in the power
grid. To fully use the alarm information and reduce the uncer-
tainty of the information, a power grid fault diagnosis method
based on the intuitionistic fuzzy Petri net was proposed,
which enhances the description of the alarm information
by considering the membership degree and non-membership
degree of the information [12]. In [13], the time series infor-
mation was introduced into Petri net power grid fault diag-
nosis, which was able to filter some uncertainty information
and correct the error information, thereby further improving
the accuracy of the fault diagnosis. In addition, the reasoning
process based on matrix operations is given in this method,
which makes the calculations more concise and efficient.
With the continuous development of Petri net in the field
of fault diagnosis, the current and future research trends of
Petri net fault diagnosis mainly involve exploring the com-
bination of multi-source data fusion [14], [15] and neural
networks [16] to solve the uncertainty of information and
improve the diagnostic speed in complex data environment.
A novel approach to pattern classification using a concept
of fuzzy Petri nets was proposed [17], which introduced
the neural structure of the FPN and provided details of the
learning algorithm and illustrative digital experiments.

The above grid fault diagnosis methods for fuzzy Petri
net have achieved improved the accuracy of fault diagnosis
results, the fault tolerance of the model, and the speed of
diagnosis. However, these models do not adequately embody
the logical relationship of relay protection in the model
structure and differ from the actual situation. Hierarchical
modeling of Eq solves the matrix dimension increase prob-
lem to a certain extent, but the model needs to be rebuilt
when the network topology changes. The setting of param-
eters in the field of grid fault diagnosis depends largely on
expert experience and theoretical support is lacking, which
makes the diagnosis results susceptible to subjective factors.
Given these problems, the improvements and advantages of
the method proposed in this article are as follows: A novel
method of intuitionistic fuzzy inhibitor arc Petri net is used
to construct the model of power grid (IEEE-39 node system).
Experiential data and the back propagation (BP) algorithm
in neural net are used to train the weight parameters in the
model to improve diagnosis accuracy. Using layered transi-
tion technology to improve the adaptability and flexibility of
the model, the value of the membership degree and the non-
membership degree are optimized separately during the inter-
layer calculation.

The validity of the proposed method was verified with a
case simulation of the IEEE-39 node system and a real case
using the Hou-zhong line local grid.

II. INTUITIONISTIC FUZZY PETRI NET
WITH INHIBITOR ARC
A. BASIC THEORY OF INTUITIONISTIC FUZZY SET
The characteristic of intuitionistic fuzzy set [18] consid-
ers both the membership and non-membership information
simultaneously, which provides more options in the descrip-
tion of the attributes of things, and has stronger performance
when dealing with uncertain information. The intuitionistic
fuzzy set is defined according to Liu et al. [19] as
follows:
Definition 1: Assuming X is a given theoretical domain,

the definition of the intuitionistic fuzzy set in the domain X
is as follows:

A = {〈µA(x)+ γA(x)〉|xεX}

(1) 0 ≤ µA (x) + γA (x) ≤ 1, where µA (x) :→ [0, 1] and
γA (x) :→ [0, 1] are respectively the membership function
and the non-membership function of the set A. For any ele-
ment in set A, if xεX , then 0 ≤ µA (x)+ γA (x) ≤ 1.
(2) The function pair (µA (x) , γA (x)) is defined as the

intuitionistic fuzzy index in the X domain, which is com-
posed of membership degree µA (x) and non-membership
degree γA (x).

(3) Set A = {〈x, µA(x), 1 − µA(x)〉|xεX} as the degree
of hesitation of x in the intuitionistic fuzzy set A, and the
domain of X , µA (x) reflecting the degree of certainty of
event occurrence, γA (x) reflecting the degree of uncertainty
of event occurrence, and x belongs to the set A. If ∀xεX , then
0 ≤ πA (x) ≤ 1.

B. PETRI NET WITH INHIBITOR ARC
The Petri net with inhibitor arc [20] is formed by adding an
arc connecting the place and transition on the basis of the
original Petri net. As shown in Figure 1, IA indicates the
inhibitor arc. transition T cannot fire when there is a token
in Place P1, but transition T can fire when there is no token
in PlaceP1. This arc only controls the transition that meets the
enabling condition. After the transition firing, the inhibitory
arc does not have any influence on the resulting identity
change.

FIGURE 1. Inhibitor arc model.

Definition 2: Petri net with inhibitor arc is a five-tuple
∑
=

{S,T ,F, I ,M}, {S,T ,F} is a network, andM is an identifier
of the network, I ⊂ S × T is called a collection of inhibitor
arc I ∩ F = φ, (scilicet ∀s ∈ S ∧ ∀t ∈ T : (s, t) ∈ F →
(s, t) /∈ I ), for t ∈ T , ∀s ∈ S : (s, t) ∈ F → M (s) ≥ 1,
∀s ∈ S : (s, t) ∈ I → M (s) = 0, then t fires in the M state
(referred to asM [t > ); ifM [t > , then the transition t firing
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under M state to generate a new identity M ′:

M ′ =


M (s)− 1, IF (s, t) ∈ F ∧ (t, s) /∈ F
M (s)+ 1, IF (s, t) ∈ F ∧ (t, s) /∈ F
M (s), others

(1)

C. DEFINITION OF IFIAPN
Definition 3: Intuitionistic Fuzzy Petri net with Inhibitor Arc
is an eight-tuple.

IFIAPN = {P,Tλ,F, S,U , I ,O,M0}

(1) P = {p1, p2, p3, . . . , pn} indicates a collection of finite
place in IFIAPN.

(2) Tλ = {λ1, λ2, λ3, . . . , λn} indicates a set of finite
transitions in IFIAPN.

(3) F = {f1, f2, f3, . . . , fn} indicates a set of transition
domain values in IFIAPN; fj =

(
µtj, γtj

)
, j = 1, 2, 3, . . . ,m

is intuitionistic fuzzy set; µtj ≥ 0 and γtj ≥ 0 respectively
represent the certainty and uncertainty of transition λj.
(4) S = {s1, s2, s3, . . . , sn} indicates the initial place with

inhibitor arc.
(5) U = {u1, u2, u3, . . . , un} indicates the transition firing

matrix of each step. When each step has a transition firing,
the transition value is set to 1; otherwise, it is zero. When
the step is completed, the matrix returns to the initial state,
and then the corresponding operation is performed when
transition firing.

(6) I represents the input matrix I =
(
WIij

)
n×m;

WIij represents the logic element; and WIij ∈ [0, 1] and∑
0≤i≤nWIij = 1. If there is a directed arc from pi to tran-

sition ti, then the value of WIij is the weight of the directed
arc. If there is no directed arc from pi to ti, then WIij = 0,
i = 1, 2, 3, . . . , n; j = 1, 2, 3, . . . ,m.

D. DEFINITION OF OPERATORS
In the algebraicmatrix, to facilitate algorithmic reasoning, the
following operators are defined:

Suppose A, B, and C are all m× n order matrices, D is
m× q matrix, and E is a q× n matrix.
(1) Direct multiplication operator · : C = D · E , that is,

cij = aijbij
(2) Comparison operator�:C = A�B, that is, cij = (1, 0),

when aij ≥ bij; otherwise, cij = (0, 1).
(3) Multiplication operator ⊗: C = D ⊗ E, cij =

max
1≤k≤q

(d ikqkj)

(4) Addition operator ⊗: C = A⊗ B, cij = max (aij, bij).

III. IFIAPN POWER GRID FAULT DIAGNOSIS METHOD
The traditional power grid fault diagnosismethodwill consid-
erably reduce the speed of obtaining diagnostic results when
a large number of calculations are required under complex
fault conditions, which will affect the real-time performance
of fault diagnosis. The parameters set based on traditional
experience make the diagnosis results susceptible to human
factors. The artificial setting of weight parameters depends

entirely on personal experience, and there is no regularity in
parameter adjustment. Such parameters are not universal and
lack theoretical support.

Aiming to solve the above problems, the IFIAPN fault
diagnosis model is built in this section and the BP algorithm
is used to train the weight parameters of the IFIAPN model.
The whole reasoning process of the method mainly includes
two parts: forward and backward reasoning.

As shown in Figure 2, the whole reasoning process of the
method is as follows:

FIGURE 2. Algorithm structure diagram.

(1) When the grid fails, the dispatch center receives a large
amount of alarm information, the suspicious fault Eq can be
obtained according to the alarm information, and the sets of
suspicious fault Eq can be constructed.

(2) Establish the IFIAPN fault diagnosis model for the
suspected fault Eq, and assign the probability value of the
initial Places, where the action component is represented by
the Place containing the token. As shown in Figure 2, if there
are tokens in the P1 and P2 locations, then transition t1 can
be enabled and transitions t3 and t5 cannot be enabled.
(3) In the process of forward reasoning, the membership

value of confidence is optimized in ‘‘3 Interlayer Place’’
(Figure 2), the non-membership value is optimized in ‘‘4 fault
element positions’’ (Figure 2), and finally, the fault probabil-
ity value of Ep is obtained.

(4) In the backward reasoning process, the action state of
the corresponding protection and the circuit breaker can be
inferred according to the faulty device. Using the error back
propagation algorithm, the weight of ‘‘2 Weights’’ (Figure 2)
in the forward reasoning process can be trained so that for-
ward reasoning can produce better fault diagnosis results.

A. MODELING OF IFIAPN
To fully reflect the advantages of model structure in fault
handling, reduce the amount of calculation, and meet the

115980 VOLUME 7, 2019



M. Tan et al.: Novel IFIAPN With Error BP Algorithm and Application in Fault Diagnosis

requirements of real-time online fault diagnosis, we introduce
the inhibitor arc into the Petri net structure, and embed the
action logic of the relay protection in the model structure.

FIGURE 3. IEEE-39 node system diagram.

The IEEE-39 node system diagram is shown in Figure 3
and the IFIAPN fault diagnosis model of the Busbar B1 is
shown in Figure 4. (µ1, γ1) is the identification value for
place P1, µ1 and γ1 respectively represent the certainty and
the uncertainty of P1, (µt1, γt1) is the threshold value for
transition t1, and (µt2, γt2) is the identification value for the
output arc from t3.

FIGURE 4. General basic model of the Busbar.

B1mi represents the main protection Place P1 of the Busbar
B1, and CBmi represents the corresponding circuit breaker
Place P2. Si represents the remote backup protection Place P3
of B1, and CBsi represents the corresponding circuit breaker
Place P4. ω11, ω33 and ω22, ω44 indicate the degree of influ-
ence of the protection device and the corresponding circuit
breaker on the fault diagnosis, respectively. t1, t2, t3, and t4
are transitions, the transition threshold

(
µtj, γtj

)
were set to

(0.2, 0.7) according to Zhang et al. [12]. IA is the inhibitor
arc. When the token exists in the CBmi Place, the transition t2
cannot fire. P′1B and P′2B represent virtual Places P5 and P6,
respectively. The identification value of the output directed
arc is (1, 0). The initial value of the front-end Eq Place and the
inter-layer Place is (0, 1). (µr1, γr1) and (µt2, γt2) indicate
the degree of influence of the main protection devices and

their circuit breaker devices on the fault diagnosis results,
respectively; and (µm, γm), indicates the degree of support
from transitions t2 and t4 to the device Place P7, with a value
of (0.95, 0.025).

When Busbar B1 fails, if the main protection B1m and the
corresponding circuit breaker CBmi are cut off due to the exis-
tence of the IA, the transition t3 for the backup protection of
B1 cannot fire, and the corresponding remote backup cannot
be operated. If CBmi, corresponding to the main protection
refuses to trip, transition t3 fires. At this time, the correspond-
ing remote backup protection and its circuit breaker are used
for fault deduction. In this case, only the triggered protection
device and the tripped circuit breaker participate in the failure
probability calculation, and the untriggered protection device
and the circuit breaker, without tripping, do not participate
in the failure probability calculation, which causes the cal-
culation result to be significantly lower. Since the logical
relationship is defined in the structure, the judgment of the
structural logic is faster than the fuzzy processing of the
algorithm logic.

In order to meet the requirements of modeling large-scale
grid faults, enhance the flexibility of the model, this paper
adopts the form of hierarchical modeling on the model
structure. When the network topology changes, only the
confidence of the initial library in the direction of the fault
propagation of the first layer needs to be updated. There is
no need to increase or decrease the branch structure, which
enhances the adaptability and flexibility of the model. In the
first layer model, a two-layer transition structure is adopted.

This model has a good ability to judge the protection
and circuit breaker’s refusal and mis-operation. Taking the
Busbar model in Figure 4 as an example, if a CBmi trip error
occurs, the transition of the corresponding backup protection
of the Busbar cannot fire, the final probability value of the
calculated Busbar is relatively small, and CBmi is more likely
to be judged as a trip error. According to the protection setting
rules, if the CBmi refuses tripping, the corresponding backup
protection starts because there is no token in the input Place
connected via the inhibitor arc, so the corresponding Busbar
backup protection transition fires. Depending on the combi-
nation of Eq that acts on the trip, the Eq that refuse oper-
ation can be quickly determined. The computation amount
in the improved model is significantly reduced, especially in
the event of a complex fault, since it only needs to calculate
the probability value of the direction of the trip element
without the need for all calculations.

B. FORWARD REASONING
After the IFIAPN fault diagnosis model of the Eq is estab-
lished, the degree of membership and non-membership of the
equipment can be calculated using the inference algorithm
described below.

To improve the accuracy of the fault diagnosis results,
Tan et al. [13] used the intuitionistic fuzzy Petri net fault diag-
nosis method, and the Gaussian function was used to opti-
mize the fault probability value. The IFIAPN fault diagnosis
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method in this paper considers two aspects: membership
degree and non-membership degree. If the two aspects of
intuitionistic fuzzy set can be optimized simultaneously,
the accuracy of the fault diagnosis result results can be further
improved, so the algorithm is optimized as follows.

1) ALGORITHM OPTIMIZATION FOR MEMBERSHIP DEGREE

ψk
u = fψ (Okn×1 ⊗ ψ

k−1
µm×1) (2)

The deterministic value of the inter-layer identification
value is processed by a Gaussian function and applied to the
matrix derivation process, where ψ indicates identification
value, ψµ represents the identification value of the member-
ship degree, and fψ (x) is a Gaussian function [13]:

fψ (x) = e−3(x−1)
2

(3)

The application of this function can better align the calcu-
lation results with the characteristics of fault diagnosis and
ensure the probability of failure is more likely to be the ideal
final value within (0, 1).

As shown in Figure 4, for the main protection of B1 and
the corresponding circuit breaker action trip, the calculated
probability value between layers is (0.8459, 0.01091), and
the probability value after processing via Gaussian function
is f (P′1B) = (0.9312, 0.01091). The degree of certainty of the
probability is more in line with the algorithm requirements.

2) ALGORITHM OPTIMIZATION FOR
NON-MEMBERSHIP DEGREE

ψk
γ = γ

′
ψ (O

k
n×1 ⊗ ψ

k
γm×1) (4)

For a faulty Eq in the system, when the primary protection
of the Eq or the corresponding circuit breaker refuses to
trip, the backup protection of the Eq corresponding to the
direction in which the fault propagates will trip to remove the
fault. The greater fault protection and the number of circuit
breakers for the tripping of the faulty Eq in the direction of
the fault propagation prove that the greater the probability
of failure of the Eq, the less the uncertainty of the corre-
sponding Eq fault. Based on this theory, the non-membership
degree value of the terminal Place in the direction in which
the faulty element propagates is corrected to Equation (4).
ψγ represents the identification value of the non-membership
degree. The definition of γ ′ψ is as follows. If the number of
propagation directions of the faulty Eq after the analysis is
Num, the non-membership degree of the terminal Place in the
Eq failure propagation direction is γ , and the value of the non-
membership degree after the correction is γ ′ψ , then:

γ ′ψ =
γ

Num
(5)

The final identification value after correction is:

ψk
m×1 = (ψk

u , ψ
k
γ ) (6)

The measurement function of the fault probability of the
device is:

f (N ) =


ψk
u − ψ

k
γ

ψk
u

, ψk
u > ψk

γ

0, ψk
u < ψk

γ

(7)

where N represents the faulty device and f (N ) is the prob-
ability value of the faulty device. When the measured value
of the failed component is f (N ) > θ , the electrical device N
is determined to be the faulty electrical device, wherein θ is
the threshold of the electrical device N failure, which is set
to 0.75.

3) REASONING RULE OF IFIAPN
Calculation process of the algorithm of power grid fault
diagnosis is illustrated in Figure 5, the matrix reasoning rule
of IFIAPN is as follows.

FIGURE 5. Calculation process of the algorithm curve.

(1) Calculate the input intuitionistic fuzzy value of the
transition.

ηkm×1 = ITn×m ·M
k
n×1 (8)

(2) Let Q be the inhibitor arc set, compare the transition
domain value with the input intuitionistic fuzzy value, and at
the same time, satisfy the front-end Place of the inhibitor arc
of the transition to be zero, or no inhibitor arc is connected to
the transition.¬Q indicates that the identifier of the front-end
Place of the inhibitor arc is 0, and a transition set ϕkm×1 that the
transition firing can be obtained by the following equation.

ϕkm×1 =
¬Q∧ηkm×1�Fm×1 (9)

(3) Calculate the input intuitionistic fuzzy value that can
fire the transition, according to the obtained set ϕkm×1 of
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transitions that can be fired.

ψk
m×1 = η

k
m×1 · ϕ

k
m×1 (10)

(4) Calculate the discriminant value of the place M k+1
n×1

obtained by k + 1 calculations.

M k+1
n×1 = Okn×1 ⊗ ψ

k
m×1 ⊕M

k
n×1 (11)

(5) If M k+1
n×1 = M k

n×1, then the identification value matrix
of the Petri net is stable, that is, the reasoning ends otherwise,
let k = k + 1, and return to step (1).

C. BACK PROPAGATION TRAINING
During the whole forward reasoning process, the degree of
influence of different Eq Place on the fault diagnosis results
is different, which is expressed in the model as the output
weight of the initial Place.

The weight training steps of the IFIAPN model are as
follows:

(1) Initialize the weight parameters that need to be learned.
(2) Input N set of samples in turn, calculate the error of the

output layer, and correct the weight of the model by means of
error BP.

(3) When the error meets the allowable range, the study
ends, otherwise it enters the next round of training.

Due to the structural and formal of Petri net model are
similar to the BP neural network model [17], the BP idea
was introduced into the IFIAPN model to train the weight
parameters of the IFIAPN model

We mainly trained the weight parameters of the Place
corresponding to the following Eq in the model: the weight
parameters of the Busbar (the main protection, the circuit
breaker of the main protection, the remote backup protection,
and the circuit breaker of the remote backup protection);
and the weight parameters of the line and transformer (the
main protection, the circuit breaker of the main protection,
the near backup protection, the circuit breaker of the near
backup protection, the remote backup protection, and the
circuit breaker of the remote backup protection). Table 1 lists
the initial values of the parameter weights of the Busbar.

TABLE 1. Initial weights of the parameters.

The reasoning process uses the official statistical probabil-
ity data from 2006 to 2015 [22], [23]. In addition, the total
numbers of permutation combinations of the initial P1, P2,
P3, and P4 corresponding action information in the IFIAPN
model of the Busbar are also determined. There are two
inputs and one output in the training. The two inputs represent
the input confidence of the protection and circuit breaker
respectively. The output is the probability of the faulty device.
According to the network model of B1 shown in Figure 4,

the signal generated under multiple types of faults is used as
a fault set of the Busbar for training the entire network.

The part based on the BP algorithm is as follows. The
quadratic error function for the input mode pair for each
sample p is:

Jp =
1
2

∑N

n=1
(dpn − f

p
n )

2 (12)

The total error function of the N training samples in the
system is:

J =
∑M

p=1
Jp =

1
2

∑M

p=1

∑N

n=1
(dpn − f

p
n )

2 (13)

According to the gradient descent method, the weight cor-
rection amount in batch processing is:

ωij (k + 1) = 1ωij + ωij (k) (14)

1ωij = −η
∂J
∂ωij

(15)

According to the chain derivatives rules:

(
∂J
∂ωij

)
p
=
∂J
∂f

∂f
∂Anki

∂Anki
∂Oi

∂Oi

∂Anj

∂Anj
∂ωij

(16)

where nj =
∑m

i=1 (xiωij)∂Anj =
m∑
i=1

(xiωij),Oi is the output of

the i-th neuron in the hidden layer, ∂Anj = Oiωki, (ωki = 1),
and η represents the learning rate.

D. SIMULATION
We used cross-validation to verify the effectiveness of the
proposed method. The data were divided into a training set
and a test set. First, the weight set parameter of the model
was trained using the training set and verified with the test
set. Then, we repeated the above process by reselecting the
training set and test set. Finally, we used the loss function to
evaluate and select the optimal model and parameters.

In the process of k-fold cross validation, the original data
are randomly divided into k parts without repeated sampling,
one of which is selected as the test set, and the remaining
k-1 are used as the training set formodel training. The process
is repeated k times so that each subset has an opportunity to
serve as a test set and the remaining opportunities as a training
set. In the training process of IFIAPN, the learning rate η
was 0.02, and the learning was repeated 20,000 times.

After training on each training set, a model is obtained,
which is tested on the corresponding test set. The average
errors of the k-fold cross validation results are shown in
TABLE 2 (k = 9).
Group 1 was selected as the training model to determine

the weight parameters. The weight convergence curve and the
error convergence curve are shown in Figure 6. The training
process for each of the transformer and the line that requires
correction of the weight parameter is similar to the Busbar,
so the correlation convergence curve is not listed here.

The weight parameters were trained and finally converged
to fixed values, as shown in Table 3. In the actual situation, the
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TABLE 2. Parameters of average error.

FIGURE 6. Weight and error convergence curve.

TABLE 3. Parameters after neural network training.

circuit breaker trips because the protection has been activated
(normal), so the weight of the protection should be greater
than the weight of the circuit breaker. The weight parameters
after training fully meet this requirement, which proves that
the convergence data obtained in this paper is in line with the
actual situation.

To verify the validity of the determined parameters, six sets
of test data were randomly selected for calculation verifica-
tion. The results are compared shown in Table 4.

TABLE 4. Test set verification result.

The difference between the calculated and expected values
of the randomly selected six sets of test sets was small, which
verified the effectiveness of the training meaning that the
corresponding reasonable output can be provided for the input
that is not the sample data.

To clarify the algorithm reasoning process presented in
this paper, take the busbar B1 fault (the main protection and
the corresponding circuit breaker all correctly trip) as an
example. The fault confidence of B1 in the T1 direction is
calculated in matrix form and the final failure probability of
B1 is obtained. The identification value of the initial Place is
shown in [12].

The case deduction process is as follows:
1) For input matrixI with weights:

I=


0.5473 0.4527 0 0 0 0 0

0 0 0.5817 0.4183 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0


The weight parameters used in the matrix are those that
have been fixed after training.

2) Output matrixOwith identification value, shown at the
bottom of this page.

3) The matrix of transition thresholds:

0 = [(0.2, 0.7)(0.2, 0.7)(0.2, 0.7)

(0.2, 0.7)(0.2, 0.7)(0.2, 0.7)]

4) The matrix of the fuzzy value of the initial Place and its
iterative matrix are:

M0 = [(0.8564, 0.01158), (0.8333, 0.00965),

(0.13702, 0.0724), (0.1417, 0.0568),

(0, 1), (0, 1), (0, 1)]

M1 = [(0.8564, 0.01158), (0.8333, 0.00965),

(0.13702, 0.0724), (0.1417, 0.0568),

(0.9312, 0.01071), (0, 1), (0, 1)]

M2 = [(0.8564, 0.01158), (0.8333, 0.00965),

(0.13702, 0.0724), (0.1417, 0.0568),

(0.9312, 0.01071), (0, 1), (0.8846, 0.03544)]

O =


(0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0.95, 0.025)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0.95, 0.025)


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TABLE 5. IEEE-39 node grid test results.

M3 = [(0.8564, 0.01158), (0.8333, 0.00965),

(0.13702, 0.0724), (0.1417, 0.0568),

(0.9322, 0.01071), (0, 1), (0.8846, 0.03544)]

Because M3 = M2, the inference calculation ends,
and the fault confidence of the T1 direction is (0.8846,
0.03544). In the same calculation form, the fault confidence
in both the L25-2 direction and the L25-26 direction are all
(0.8846, 0.03544). The final failure probability value is:
f (B1) = 0.9866, f (B1) > θ , where B1 is the faulty
device.

In the process of matrix deduction, when the main pro-
tection of the Busbar is correctly operated, the corre-
sponding transition of the backup protection cannot fire.
Many calculations are omitted in the subsequent derivation
of the matrix, which has considerable benefits when the
network size is large enough. From the perspective of calcula-
tion speed, the arithmetic unit, and especially the multiplier,
is one of the key Eq of the modern digital systems, which
affects the efficiency of the whole system dramatically [24].
In this paper, taking the Busbar B1 model as an example
and taking the number of multiplication operations as the
evaluation standard, the efficiency of the improved model can
be increased by about 30%.

IV. ANALYSIS OF TYPICAL FAILURE CASES
A. SIMULATION CASE ANALYSIS
The effectiveness of the proposed method was verified by the
simulationwith the IEEE-39 node system. To verify the effec-
tiveness of the proposed method in a complex information
environment, the simulation cases used in this paper contain
various common fault conditions, involving seven different
fault cases and covering a variety of complex faults: single Eq
fault, multi-element failure and loss of information, refusal
or mis-operation, and confusion of information. The results
show that compared with other power grid fault diagnosis
methods, this method is more accurate for determining faulty
Eq. The specific fault information, diagnosis results, and fault
analysis are shown in Table 5.

TABLE 6. Real grid model fault signal.

To further clarify the algorithm presented in this paper,
take case No. 3 in Table 3 as an example for detailed fault
analysis. This case is a complex failure that covers refusal and
mis-operation. The alarm information for this fault is: {B1m,
LSP26-29, CB5, CB7, CB2, LSm26-25, B1s, LSm26-29, LRm29-26,
CB9, CB6, CB4}.

According to the topology analysis, it is judged that the
possible faulty elements are B1, line L26-29, and line L25-26.

For Busbar B1, the fault diagnosis model of the intuition-
istic fuzzy Petri net with inhibitor arc is first established.
The set satisfying the Busbar B1 fault is {B1m, CB2, CB9,
B1s, CB4}. After analysis, the circuit breaker CB3 refuses
to operate, and the fault spreads to the adjacent Eq L25-26.
Finally, the far backup protection of Busbar B1 in the L25-26
direction is triggered and the CB4 is tripped, and the fault is
removed.

The fault probability of the Busbar in the L25-26 direction
is calculated to be: P(B1L25-26) = 0.9825, and the fault
probability of the Busbar in the T1 direction is: P(B1T1) =
0.9866. For the Busbar in the L25-2 direction, the probability
of fault is: P(B1L25-2) = 0.9866. The comprehensive fault
probability value of Busbar B1 is P(B1) = 0.9852 > θ , and
Busbar B1 fails.
For the line L26-29, an intuitionistic fuzzy Petri net fault

diagnosis model with inhibitor arc is established, and the fault
set of the line L26-29 is satisfied as {LSm26-29, CB5, LRm29-26,
CB6, LSP26-29}. After analysis, we found that the near backup
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TABLE 7. Comparison of diagnostic results of real cases.

TABLE 8. Comparison of the methods in this paper with other existing methods.

protection LSP26-29 of the transmitting end of line L26-29 is
malfunction. Because the main protection of the line and the
corresponding circuit breaker are tripped, the near backup
protection LSP26-29 of the transmitting end cannot make the
transition fire. The Eq in this direction does not participate in
the probability calculation of the line L26-29. The final failure
probability of line L26-29 is P(L26-29) = 0.9673 > θ , and line
L26-29 is faulty.
The set of faults satisfying line L25-26 is {LSm26-25, CB4}.

Since CB4 exists in the fault set of Busbar B1 and meets the
protection setting logic rules of the Busbar, the correspond-
ing circuit breaker of LSm26-25 does not trip. The protection
and circuit breakers associated with CB4 are not tripped,
so LSm26-25 can be judged to be malfunctioning, and the
corresponding failure probability of the line can be calculated
by the model to obtain P(LSm26-25) = 0.

B. ACTUAL FAULT CASE ANALYSIS
The actual case involved a fault in the local network of
the Hou-zhong line grid [12], as shown in Figure 7. The
fault alarm information is shown in Table 6. To verify the

FIGURE 7. Real grid model diagram.

effectiveness of the proposed method in the actual grid fault
diagnosis, the control variable analysis method was used to
analyze the fault, and only the fault diagnosis method was
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compared using the same fault information and the same grid
structure. The results show that the method developed in this
study has advantages over the original method in terms of the
accuracy of fault diagnosis, the non-membership degree, and
the final fault probability. The detailed comparison informa-
tion is shown in Table 7.

Table 8 compares the methods herein and the methods
in the literature. The table shows that the algorithm logic
is embedded in the model, which reduces the amount of
calculation, improves the operation speed, and enhances the
adaptability of themodel. Through the intuitionistic fuzzy set,
the Eq fault information is comprehensively considered from
multiple dimensions (determination and non-membership
degree), which improves the fault diagnosis accuracy. The
neural network algorithm is used to train the weight param-
eters, which reduces the error in the fault diagnosis results
caused by human factors. The model can also provide accu-
rate and effective judgments under complex faults and failure
of circuit breakers, mis-operation, loss of information, and
information confusion.

V. CONCLUSION
In this study, we used intuitionistic fuzzy set was used in to
deal with the uncertainty of the information present in grid
fault diagnosis. The intuitionistic fuzzy set comprehensively
considers the characteristics of the membership degree of
the fault information and the non-membership characteris-
tics, so the description of the uncertain information is more
accurate and the accuracy of the calculated result is further
improved. The BP algorithm is used to optimize the weight
parameters of the model, which reduces the error caused by
human factors on the fault diagnosis results.

To realize fast and real-time online power grid fault diag-
nosis, we introduced inhibitor arc tuple in the intuitionistic
fuzzy Petri net model, and established a fault diagnosis model
for intuitionistic fuzzy Petri net with inhibitor arc, which
reduces unnecessary calculations and improves the speed of
fault diagnosis.

The use of hierarchical transitions and Gaussian functions
in the model reasoning process to optimize the inter-layer
data improves the accuracy of the diagnostic results. The
simulation of the example also shows that the diagnostic
results after processing are more accurate. The above results
confirm the effectiveness of the proposed method, but the
application of multi-source information in power grid fault
diagnosis needs further exploration.

APPENDIX
The IFIAPN model of line L25-26 is shown in Figure 8.
The subnet models of the fault propagation directions of the
receiving end and the transmitting end are respectively shown
in (1) and (2) of Figure 8, and the comprehensive diagnosis
model is shown in (3) of Figure 8. Since the IFIAPN fault
diagnosis model of the transformer is the same as the line,
only the corresponding protection and circuit breaker are
different and are not listed here.

FIGURE 8. Petri net model of line L25-2.
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