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ABSTRACT With the development of intelligent connected vehicles (ICVs), there emerge many new
services and applications which involve intensive computation. To support the intensive computation in
vehicle-to-everything (V2X) communication system, the framework of edge computing networks has been
proposed, which exploits the computation ability of edge nodes at the cost of wireless transmission. Hence,
it is of vital importance to predict the wireless channel parameters, which can help schedule the system
resource management and optimize the system performance in advance. To fulfil this challenge, this paper
proposes a novel prediction model based on long short-term memory (LSTM) network, which is powerful in
capturing valuable information in the sequence and hence is good at analyzing the spatio-temporal correlation
in the channel parameters. To validate the proposedmodel, we conduct extensive simulations to show that the
proposed model is quite effective in the channel prediction. In particular, the proposed model can outperform
the conventional ones substantially.

INDEX TERMS Vehicular network, edge computing, channel prediction, LSTM network.

I. INTRODUCTION
In recent years, there has been a tremendous development
in the wireless communication [1]–[3], and the wireless data
rate has been increasing rapidly. Along with the data rate,
there emerge many new wireless services, which requires
intensive computation in a short time [4]–[6]. To meet
the requirement of both communication and computation,
the framework of mobile edge computing (MEC) has been
proposed [7]–[9], where the edge nodes are exploited to assist
the accomplishment of the computation task. In this area,
many researchers have studied to optimize theMEC networks
by taking into account the cost by the communication and
computation, and pointed out that there should be a trade-off
between the computation and communication. In particular,
the offloading in the networks can help accomplish the com-
putation task at the cost of wireless communication [10], [11].

The vehicle-to-everything (V2X) communication sys-
tem is one of the most popular application scenarios of
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intelligent connected vehicles (ICVs). The typical applica-
tions include vehicle-to-vehicle (V2V), vehicle-to-pedestrian
(V2P), vehicle-to-infrastructure (V2I), and vehicle-to-
network (V2N) [12]. In these applications, the wireless
transmission should provide high data rate services, since
the nodes in the network will communicate with each other
very frequently. Moreover, as the services involve both the
communication and computing, the latency in the transmis-
sion and computing should be very small, especially in the
application scenarios of mobile vehicles with high speed.

In wireless networks including the MEC networks, it is
very important to estimate the accurate channel state infor-
mation (CSI) and predict the CSI in advance, which can
help schedule the system resource management and optimize
the system performance [13]–[15]. So far, channel prediction
has been intensively studied in the literature and researchers
have proposed many channel prediction models, such as auto
regressive integrated moving average (ARIMA), support-
vectormachine for regression (SVR). ARIMA is a category of
time series prediction model that figures out the inherent rela-
tionship among the data. However, one limitation of ARIMA
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is that it cannot capture the feature of a rapidly changing data
sequence [16]. As one class of machine learning methods,
SVR has disadvantages in high algorithmic complexity and
the selection of the kernel function parameters. Therefore,
we need to find an effective model to implement channel
prediction for the MEC networks.

Due to the explosively increasing computational ability,
the artificial intelligent (AI) algorithms have been applied
in the wireless networks. Different from the conventional
model-based algorithms, the AI algorithms are data-driven
and require a vast number of data to adaptively capture the
features inherented in the data. In this area, deep learning
has been widely used in neural networks [17], [18], and the
authors in [18] proposed an approach for combining the
power of high-level spatio-temporal graphs and sequence
learning success of recurrent neural networks (RNN). As a
popular algorithm, Q-learning has widely applied in secure
physical-layer communication [19]–[21]. The authors in [19]
investigated a secure communication system under the smart
attack from one unmanned aerial vehicle (UAV), and the
simulation results indicated that this strategy could effectively
decrease the attack rate of the UAV attacker and increase the
system secrecy capacity, regardless of the channel estimation
accuracy. Moreover, convolutional neural networks (CNN)
and long short-term memory (LSTM) have been used in
computer vision, natural language processing and pattern
recognition in recent years [22], [23]. In particular, the exist-
ing works have demonstrated that the deep CNN and LSTM
based networks can explore the local correlation among data
very efficiently.

In this paper, we propose a novel channel prediction model
based on deep learning approach. Specifically, we apply the
LSTMbased networks to build an efficient channel prediction
model to predict the future channel parameters, based on
the past and current channel parameters. In order to validate
the efficiency of the proposed model under Raleigh fading
channels, we carry out massive simulations to test the model
performance. Simulation results are demonstrated to show
that the proposed deep learning based model outperforms the
conventional models such as ARIMA and SVR ones. The
results in this paper can be extended to other fading channels,
such as Nakagami-m and Ricean channels.

The paper is organized as follows. Firstly, we introduce the
knowledge about Rayleigh fading channel and the structure of
LSTM in Section II. Then, we describe the proposed model in
detail in Section III, including the architecture of the learning
framework and the prediction scheme. In further, we present
the method of data preprocessing and the discussions about
the simulation results in Section IV. Finally, conclusions are
given in Section V.

II. SYSTEM MODEL
A typical V2X communication system is shown in Fig. 1,
where there are multiple vehicles which are willing to
exchange information with each other. To support the ultra-
reliable and low-latency communication among vehicles,

FIGURE 1. A typical V2X communication system.

FIGURE 2. CSI prediction for the MEC networks.

channel prediction should be applied to help manage the
system resource in advance. The channel prediction in the
MEC networks is shown in Fig. 2, where the task of channel
prediction is to exploit the historical channel information for
training a model, which can be then used to predict the future
channel information.

A. RAYLEIGH FADING CHANNELS
In wireless communication systems, the data is transmit-
ted through wireless channels. Without loss of generality,
we select the Rayleigh fading channels in this paper, which
is a reasonable model when there are many scatters in the
environment that reflect the radio signal before it arrives at
the receiver [24]–[26]. The envelope of the channel response
is subject to the Rayleigh distributed, and the mutually uncor-
related Rayleigh channel information in the improved Jake’s
model can be described as,

H (t) = HI (t)+ jHQ(t). (1)

The CSI of the channel is complex-valued, and the associated
complex valued CSI of H (t) can be divided into real part
HI and imaginary part HQ, which are given by the following
equations,

HI (t) =
1
√
N

N∑
m=1

cos(2π fd cos amt + am), (2)

HQ(t) =
1
√
N

N∑
m=1

sin(2π fd cos amt + bm), (3)
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FIGURE 3. The structure of LSTM networks.

with

fd = (v/c)fc cos am, (4)

whereN is the number of scatters, v is themoving speed of the
user, c is the speed of light, fd is the Doppler frequency shift,
and fc is the carrier frequency. Notation am and bm represent
the in-phase and orthogonal-phase angles of signal arrival,
which are uniformly distributed over the interval [0, 2π ].
At the k-th symbols, the associated channel parameterH (kTs)
at the discretely sampled time kTs can be expressed by

H (kTs) = HI (kTs)+ jHQ(kTs), (5)

where HI (kTs) and HQ(kTs) are the real part and imaginary
part of H (kTs), respectively.

B. OVERVIEW OF LSTM NETWORKS
LSTM is a category of recurrent neural networks that can
remember features among the data over arbitrary intervals.
The LSTMwas proposed to solve vanishing gradient problem
on RNN by explicitly introducing a memory unit, which is
shown in Fig. 3. Specifically, the LSTM network is composed
of several LSTM units, where each unit has an input gate,
a forget gate, an output gate, and a memory cell. The LSTM
can be used to create large recurrent networks that in turn
can help address difficult sequential problems in machine
learning and achieve state-of-the-art results. The principle
of LSTM is made up of forward components and backward
components. As to the forward components, the gates are
defined by

at = φ(Waxt + Uact−1 + ba), (6)

it = σ (Wixt + Uiht−1 + bi), (7)

ft = σ (Wf xt + Uf ht−1 + bf ), (8)

ot = σ (Woxt + Uoht−1 + bo), (9)

where at is the input activation vector, it is the input gate’s
activation vector, ft is the forget gate’s activation vector, ot is
the output gate’s activation vector, and xt is the input vector.
The subscript t denotes the time step. The hidden state vector
and memory cell state vector are written as,

st = ot � φ(ct ), (10)

ct = ft � ct−1 + itφ(Wcxt + Ucht−1 + bc). (11)

where the notation� denotes the element-wise product. From
the above equations, we can write the following matrices,

St=


at
it
ft
ot

 , W =


Wa
Wi
Wf
Wo

 , U=

Ua
Ui
Uf
Uo

 , b=

ba
bi
bf
bo

 , (12)

where W ∈ Rh×d , U ∈ Rh×h are the weight matrices,
b ∈ Rh is the bias vector on the network, and d and h
represent the number of input features and number of hidden
units, respectively. The functions σ (·) and φ(·) denote the
sigmoid activation function and the tanh activation function,
respectively. The initial values are set with c0 = 0 and h0 = 0.

As to the backward components, we have:

δct = 1t +1ct , (13)

δst = δct � ot � (1− φ2(st ))+ δst+1 � ft+1, (14)

δat = δst � it � (1− a2t ), (15)

δit = δst � ht−1 � ft � (1− ft ), (16)

δot = ct � φ(st )� ot � (1− ot ), (17)

xt = W T
× δSt , (18)

1ct−1 = UT
× δSt , (19)

where δ denotes the difference between the current and the
next layers. The internal parameters are finally updated as,

δW =
T∑
t=o

1St ⊗ xt , (20)

δU =
T−1∑
t=o

1St+1 ⊗ ct , (21)

δb =
T∑
t=0

1St+1. (22)

Through the cooperation between memory cells and gates,
the LSTM has a remarkable ability on time series analysis
which provides a powerful ability in exploiting the long-term
dependence to predict the time series data.

III. LSTM BASED ON CHANNEL PREDICTION
In this section, we describe the learning framework of the
channel prediction model and the prediction scheme.

A. ARCHITECTURE OF LEARNING FRAMEWORK
We design the learning framework to train the channel predic-
tion model by analyzing the historical channel information,

VOLUME 7, 2019 114489



G. Liu et al.: Deep Learning-Based Channel Prediction for Edge Computing Networks

FIGURE 4. The framework of the learning-based channel prediction.

where the architecture of the learning framework is shown
in Fig. 4. Specifically, the framework consists of an LSTM
network layer and 1-dimensional dense layer. The LSTM
network is used for state vector prediction. The dense layer
performs the operation: o = �((input, kernel)+bias), where
� is the element-wise activation function passed as the acti-
vation argument, the kernel is a weight matrix created by the
layer, and the bias is a bias vector created by the layer.

B. PREDICTION SCHEME
1) SINGLE-SAMPLE PREDICTION
The historical CSI will be divided into three parts: training,
validation and test datasets. The proportions of the three
datasets are 0.80, 0.10 and 0.10, respectively. We use the first
n samples of the CSI as the input samples and employ the
(n+1)-th of the channel information at the (n+1)-th sample as
the output sample, which is also regarded as the target value.
We construct a training set in this way. The dimension of the
input layer is n, and the dimension of the output layer is equal
to 1. The data on the input layer can be represented as,

xk = [H (kTs),H ((k + 1)Ts), . . . ,H (k + d − 1)Ts], (23)

yk = H ((k + d)Ts), (24)

where the data pair (xk , yk ) is the training dataset at the k-th
sample. The historical CSI will be constructed as this way to
train the network. The size of the training set is set to N , and
hence the training set (Xtra and Ytra) are represented as,

Xtra = [x1, x2, . . . , xN ], (25)

Ytra = [y1, y2, . . . , yN ]. (26)

Moreover, in order to avoid the overfitting in the training
process, we set a proportion of historical CSI as the validation
dataset. The sample of the validation set is used to provide
an unbiased evaluation of the model fitting on the training
dataset while tuning model hyperparameters. The validation

FIGURE 5. The process of rolling prediction.

dataset Xval,Yval can be represented as follows,

Xval = [xN+1, xN+2, . . . , xM ], (27)

Yval = [yN+1, yN+2, . . . , yM ]. (28)

The test dataset is used to measure the performance of the
model in predicting the channel parameters. We take the last
part of the historical channel information as the test dataset.
According, Xtest and Ytest can be represented as,

Xtest = [xM+1, xM+2, . . . , xL], (29)

Ytest = [yM+1, yM+2, . . . , yL]. (30)

2) ROLLING PREDICTION
In the rolling prediction, the size of the forecasting window
is fixed, and each predict value needs to be added to the fore-
casting window. Rolling prediction is an add/drop process for
forecasting future data which ensures the forecasting window
always maintains the same amount of time series data. The
rolling prediction updates the forecasting window by using
the rule of FIFO and it is also called continuous prediction.
An example of the process of the rolling prediction is shown
in Fig. 5, where the window size of the forecast is set to 3.

IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, we evaluate the performance of the proposed
model in predicting the channel parameters through several
cases. We use the Rayleigh fading channels in this paper, and
we describe the data generation and preprocessing, evalua-
tion of performance, and simulation results and analysis as
follows. As to the data description and preprocessing, we col-
lect the Rayleigh fading channel information by using the
improved Jake’s model [27]. Moreover, we add the Gaussian
white noise at the channel state information, which is given
by

Ĥ (t) = H (t)+ n(t). (31)

In further, we normalize the channel parameters into the range
of [0, 1], since the normalization can accelerate the speed of
the optimal solution of gradient descent in the deep learning
networks. The normalized processing can be represented by

Xscaled =
X − Xmin

Xmax − Xmin
, (32)

where Xmin and Xmax denote the minimum and maximum
values of the channel parameters, respectively. After the data
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FIGURE 6. The amplitude of observed and predicted channels versus
maximum Doppler frequency shift.

normalization, we divide the channel information into train-
ing, validation, test dataset. The training set is used as the
input data for the model to predict the channel information,
and then we calculate the error between the predicted channel
information and observed channel information by using the
criterion of the normalizedmean square error (NMSE), which
is given by,

NMSE =

∑n
i=1 |yp(i)− yo(i)|

2∑n
i=1 |yo(i)|2

, (33)

where yo(i) and yp(i) denote the observed and predicted values
of the channel parameters, respectively.

Fig. 6 depicts the amplitude of the observed and predicted
channel parameters, where the signal-to-noise ratio (SNR)
is set to 20dB. In this figure, the single-sample prediction
scheme is used. The number of scattering components in the
Rayleigh fading channels is set to 40, i.e. N = 40, and
we set the sampling interval Ts to 1 × 10−4s. In addition,

FIGURE 7. The prediction error of the LSTM, ARIMA and SVR versus speed
of vehicle.

themaximumDoppler frequency shift fd is set to 100, 500 and
1000Hz in Fig. 6 (a), (b) and (c), respectively. The number
of samples in the training, validation and test sets are set
to 8000, 1000 and 1000, respectively. The dimension of
the input layer is set to 20, so that the length of the trace
back window is 20, and the number of the predicted channel
samples is 980. We perform the simulations 2000 times, and
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FIGURE 8. The prediction error of the LSTM, ARIMA and SVR versus SNR.

take the average value to show in Fig. 6. As observed from
this figure, we can find that the predicted channel parameter
is almost identical to the observation one, which indicates
that the proposed model is very effective in the single-sample
prediction scheme.

Fig. 7 represents the prediction error of the proposed
LSTM based scheme versus the speed of vehicle, where
the speed ranges from 50km/h to 120km/h. For comparison,

FIGURE 9. The prediction error of the LSTM, ARIMA and SVR versus the
normalized maximum Doppler frequency shift.

we also plot the prediction error of the conventional ARIMA
and SVR schemes, in Fig. 7. According to the relationship of
fd = (v/c)fc cos am, we set am = 0 and the carrier frequency
is set to 1GHz, therefore we can obtain the linear relationship
between the maximum Doppler frequency shift fd and the
speed of vehicle v. In addiction, the number of scattering
components in the Rayleigh fading channels is set to 40, i.e.
N = 40, and we set the sampling interval Ts to 1× from
1000, 5000 and 10000s, respectively. The ratio of samples in
the training, validation and test sets is set to 0.80, 0.10 and
0.10 in Fig. 7 (a), (b) and (c), respectively. And we obtain the
average NMSE by performing the simulations 2000 times.
From Fig. 7, we can find that for various values of speed of
vehicle, the NMSE of the proposed LSTM scheme is much
smaller than those of the ARIMA and SVR schemes, which
validates the effectiveness of the proposed scheme in V2V
communication system of ICVs.

Fig. 8 shows the prediction error of the proposed LSTM
based scheme versus SNR, where SNR varies from 10dB
to 40dB. For comparison, we also plot the prediction error
of the conventional ARIMA and SVR in Fig. 8. In addi-
tion, the number of scattering components in the Rayleigh
fading channels is set to 40, i.e. N = 40, and we set the
sampling interval Ts to 1× from 1000, 5000 and 10000s
in Fig. 8(a), (b) and (c), respectively. The maximum Doppler
frequency shift fd is set to 1000Hz. The ratio of samples in the
training, validation and test sets are set to 0.80, 0.10 and 0.10,
respectively. And we obtain the average NMSE by perform-
ing the simulations 2000 times. From Fig. 8, we can find that
for various values of SNR, the NMSE of the proposed LSTM
scheme is much smaller than those of the ARIMA and SVR,
which validates the effectiveness of the proposed scheme.
Moreover, the NMSE of the three schemes decreases when
the SNR becomes larger, since larger SNR can help predict
the channel parameters.

Fig. 9 illustrates the prediction error of the proposed
LSTM-based scheme, where the normalized Doppler fre-
quency shift varies from 0.01 to 0.10. Note that the nor-
malization is performed by multiplying fd with the sample
interval Ts. For comparison, we also plot the prediction error
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FIGURE 10. The amplitude of observed and predicted channels in the
rolling prediction scheme versus maximum Doppler frequency shift.

of the conventional ARIMA and SVR in Fig. 9. In addition,
the number of samples in the training, validation and test
sets are set to 1/Ts × 0.8, 1/Ts × 0.1 and 1/Ts × 0.1,
respectively. The dimension of the input layer is set to 20.
We perform the simulations 2000 times. We can see from
Fig. 9 that the prediction error of the proposed scheme is
much smaller than that of the conventional ARIMA and SVR,

which further validates the effectiveness of the proposed
scheme. Moreover, the NMSE of the three schemes becomes
larger with the increasing Doppler frequency shift. This is
because that the channels vary much more rapidly when fd
becomes larger, which increases the difficulty in predicting
the channel parameters.

Fig. 10 demonstrates the amplitude of the observed
and predicted channel parameters in the rolling prediction
scheme. Note that we perform the simulations based on the
rolling prediction scheme, in order to verify the robustness of
the proposed model. The number of scattering components
in the Rayleigh fading channels is set to 40, i.e. N = 40.
We set the sampling interval Ts to 1 × 10−4s. In addition,
themaximumDoppler frequency shift fd is set to 100, 500 and
1000Hz in Fig. 10 (a), (b) and (c), respectively. The number of
samples in the training, validation and test sets are set to 8000,
1000 and 1000, respectively. The dimension of the input layer
is set to 20, so that the length of the trace back window is
20, and the number of the predicted channel samples is 20.
We perform the simulations 2000 times, and take the average
value to show in Fig. 10. We can find from Fig. 10 that in the
rolling prediction scheme, the predicted channel parameter is
still very close to the observed one, which implies that the
proposed model can still work well in the channel prediction
for the rolling prediction scheme.

V. CONCLUSION
In this paper, a novel channel prediction model based on deep
learning approach was proposed for improving the perfor-
mance of forecasting the CSI in the field of edge computing
networks. To be more specific, we firstly investigated the
feature of Rayleigh fading channel and the structure of LSTM
network. We then proposed the channel prediction model
consisting mainly of LSTM network. In order to validate
the proposed model efficacy, we designed five case studies
of channel prediction and conducted extensive simulations.
Simulation results demonstrated that the proposed model
could achieve highly efficient channel prediction, and it
could outperform the conventional prediction model, such as
ARIMA and SVR. In the future works, we will study how to
use the predicted channel parameters to enhance the network
security [28]–[30], and how to use the predicted channels for
the wireless caching [31], [32].
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