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ABSTRACT Concerning actuator gain faults and strong system nonlinearity in batch processes, a design
method of a kind of 2D fuzzy constrained model fault-tolerant predictive controller is proposed. Firstly,
introduce two errors: state error and output error, after that the original system model is converted into a
2D Roesser fault model. Meanwhile, the design of iterative learning fault tolerant control under constraints
has been transformed into the determination of the constrained update law. Subsequently, real-time on-line
design of the fuzzy fault-tolerant update law that ensures the closed-loop system robustly asymptotic stability
is presented by taking the appearance of linear matrix inequalities (LMIs) with constraint subject to the
designed infinite optimization performance index and Lyapunov stability theory. Finally, taking a three-tank
case as an example to compare with the 1D of the method proposed in this paper, the comparison results
illustrated the 2D method of this paper has better control effects.

INDEX TERMS Actuator faults, fuzzy constrained iterative learning predictive fault-tolerant control,

nonlinear batch processes, 2D T-S fuzzy model.

I. INTRODUCTION

As a typical model of production, batch processes [1], [2]
have roughly two types of systematic descriptions: linear
and nonlinear. So far, control of batch processes is mostly
concerned with linear models [3], whereas, batch processes
themselves are characteristic of strong nonlinearity in actual
industrial processes, resulting in a significant problem where
linear models do not match the actual processes well enough.
Such a mismatch makes it hard to achieve optimal con-
trol performance in actual applications. Meanwhile, it is
also difficult to process nonlinear systems. Concerning this
problem, Japanese scholars Takagi and Sugeno put forward
T-S (Takagi-Sugeno) fuzzy models for description of non-
linear systems in 1985 with a huge progress in the studies
of fuzzy control of nonlinear systems [4]. Moreover, fuzzy
control has been widely used so far [5]-[15]. Aiming at
the problems existing in the current energy management
system (EMS), the fuzzy plus filter energy management
controller is designed by [7], and the improved dual-object
optimization problem of fuzzy EMS is settled by the
improved genetic algorithm (GA). For the nonlinear
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production process, [8] studied the output feedback control
problem, [9] studied the interval time-varying delay problem
and [10] proposed a model predictive control algorithm with
neural networks for the control of temperature, which makes
the control run more smoothly. Aiming at the uncertainty and
interference problems, a multi-phase robust NMPC method is
proposed by [11]. However, the above results are all based on
the one-dimensional (1D) model, and the batch process itself
has two-dimensional (2D) characteristics, with both time and
batch directions. If only the time direction is considered,
the system cannot be solved with the increase of batch perfor-
mance. If only batches are considered, the problem of initial
value uncertainty cannot be solved. Therefore, nonlinear
research based on 2D is very necessary.

Industry plays a decisive role in human life, and the current
research on nonlinear industrial production is rare, and it is
under normal systems. However, in actual production, as the
scale of production increases and the complexity of produc-
tion steps increases, production equipment will be subjected
to production operations under more complicated environ-
mental conditions, which leads to a significant increase in the
probability of system failure. In the system, an actuator fault
is acommon fault that it will affect the normal operation of the
system and even endanger the personnel safety. It is necessary
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to ensure that the system can still operate stably under faults
and to ensure certain control performance. Therefore, it is of
extreme importance to research fault-tolerant control (FTC)
technology.

There are some related results. The concept of [16]-[20]
proposed combining iterative learning control (ILC) with
FTC. For actuator faults, [21] proposes an improved infinite
time domain linear quadratic tracking controller method, [22]
proposed a new type of minimax linear quadratic (LQ) fault-
tolerant tracking control. References [23]-[25] are some
related results about fault diagnosis and FTC. However, the
above studies are based on a linear model. Research on
fault-tolerant control of nonlinear models has also been stud-
ied [26], [27]. In addition, some research on FTC of 2D
system models has emerged [28]-[30]. 2D system control
refers to the control method of feedback and ILC considering
the repeatability and 2D characteristics of batch processes.
Because it has better control performance, it has been paid
attention and diffusely used in the control of batch pro-
cesses [31]-[35].

However, the author finds that under the influence of
interferences and faults, the present iterative learning reliable
control method has the disadvantage that it can’t solve the
problem that the system state deviates, it means that the
same control law is used all the time, and the state deviation
will become larger and larger with time. In addition, there
are fewer studies on input and output constraints [36], and
in actual production, the constraint problem is also worth
paying attention. The constraint refers to the input and output
constraints, which means that the actual input and output
values have a certain limit. If the constraint problem is not
considered, the designed controller has drawbacks, and it is
very likely that it cannot be changed because it reaches a satu-
rated state, thereby affecting the system control performance
and even not running smoothly.

The model predictive control (MPC) method is widely used
because it can update the control law all the time and obtain
the optimal control law at each moment to ensure the system
good control performance [37], [38]. Currently, most of the
MPC methods are based on the 1D model, that is, simply con-
sidering the time or batch direction. If only the time direction
is considered, the control performance may decrease as the
batch increases [39]-[41]; only considering the batch control
problem, there is an initial value uncertainty in the batch
direction [42]. In addition, the study finds that the 2D system
model control effect is significantly better than the 1D system
model design [43]. Currently, there are certain results for
2D systems. In [44], an ILC method based on 2D system
design is designed, combining with single/multi-period pre-
diction method, a single/multi-cycle generalized 2D predic-
tion ILC scheme is proposed. The ILMPC strategy proposed
in [45] has dynamic R parameters, integrating ILC and MPC
into one whole, and achieving zero error tracking. So as
to solve the multi-phase batch processing problem of input
delay and actuator faults, [46] proposed a linear quadratic
prediction FTC scheme. However, these are all studied under

119260

2D linear systems. Since the batch itself has a strong non-
linearity, actuator faults often occur, and constraints and
other factors cannot be ignored. It is very rare to study the
faulty and constrained conditions in the 2D nonlinear batch
process.

Therefore, to solve all the preceding existing problems
and guarantee system control performance, a 2D fuzzy-
constraint fault-tolerant predictive control method is put for-
ward. Firstly, a 2D T-S spatial model where fuzzy states are
built by nonlinear and 2D characteristics to further combine
the errors of system state and the errors of output. Then the
original model for system dynamics is transformed into a
Roesser faulty system model in the predictive representation.
The design of law for the iterative learning fault-tolerant
control (ILFTC) under constraints is then to be converted
into the determination of the constrained update law. On the
basis of the designed infinite optimization performance index
and Lyapunov stability theory for 2D systems, a real-time on-
line fuzzy fault-tolerant update law that the robust asymptotic
stability can be guaranteed under the closed-loop system is
presented in the form of LMI constraint.

Note that the contribution is as follows. (1) This paper
considers the nonlinear characteristics of batch processes
under actuator faults and proposes a 2D controller based on
T-S fuzzy model. The new model development and the cor-
responding optimization based on constrained fault tolerant
MPC controller design are new. (2) The controller can be
updated online to resist the worst impact caused by external
disturbances, while optimal control can be obtained. That is,
according to the given constraints and performance indica-
tors, the optimal control law of the current time is solved
and executed; before the start of the next time, the predicted
output value of the model is corrected according to the
measured output information, and then the corrected output
information is utilized. Re-solve the optimal control law at
this moment. In this way, the optimal control law for the entire
time period can be solved by “rolling” step by step. Thereby
achieving optimal control. (3) For nonlinear batch processes,
the min-max optimization is first formulated to achieve the
optimal control performance under various uncertainties. The
‘max’ refers to the maximum or ’worst case’ value of the
performance index, which is obtained by searching within
the uncertainty range. The 'min’ means minimizing the worst
case value, which is obtained by searching the current and
future control variables. For the MPC method, the ‘min-max’
problem is difficult to deal with in a limited range. This is
to design future controller, which make performance metrics
with ‘worst-case’ infinite time domain be minimized. Mak-
ing use of LMI theory, the optimization problem of infinite
time domain will be transformed into a convex optimization
problem with LMI constraints. Then, in view of MPC prin-
ciple, only the current control law is realized and the opti-
mization problem is repeated via the new state information.
Finally, taking a nonlinear three-tank as an example to cer-
tificate the practical value and effectiveness of the above idea
raised.
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Il. PROBLEM FORMULATION

In a sense, the T-S fuzzy system is an alternative representa-
tion of the nonlinear system, which simplifies the nonlinear
model and has good general approximation ability. In this
paper, based on T-S fuzzy modeling method [47], the fuzzy
model described by If-then rules is used to approximate a
nonlinear batch process. Each rule of that represents the local
linear input-output relationship of a nonlinear system. Each
equation in the fuzzy model represents a “‘subsystem’. In this
paper, the previous steps are omitted, and the fuzzy model
of the nonlinear batch process with actuator fault is directly
given as shown in system (1):

p
xX(t+ 1,k =Y byt k)Asx(t, k)
f=1

p
+ ) Gt k)Bru (1. k) + w(1, k)
f=1

p
W, k) =y Cpx(t, k)
f=1

x(0,k)=xox, O<t<T, f=1,2,....,p;8=1,2,...,r
(D

and

{Iu(t,k)l <i
Iy, k) <y

where x(t,k), y(t,k), uf(t,k) and w(t,k) denote the
system state, output, control input and unknown per-
turbations separately; p represents the number of fuzzy
rules; Ay, By, Cr represent the system’s state matrix,
input matrix, and output matrix separately under fuzzy

rules f;he(z(t, k) = wrz(t, k))/ i wr(z(t, k)) with
f=1
wr@Z(t, k) = ] Mp(Ze(t, k) and My (Z,(t, k)) repre-
=1

g_
sents the membership of the individual premise variables

p
2(t, k 0
Zg(t, k) to the fuzzy set Mg, and from f§1 Wy @, k) > ,

wr(2(t, k) = 0
P
Y heE(t k) =1

=1 holds; ¢, k separately represent the time

he(Z(t, k)) > 0
and batch in a batch; T), represents the a batch total running
time; x(0, k) represents the initial state; uf = au, that
is the actuator actual output, where « represents the fault
coefficient. 0 < o < o < o, (@ < 1) and a(x > 1)
are known variables. when the fault factor is greater than 1,
it indicates that actuator valves may be slack. When a value
is entered, the actual output will be larger than the set output
value. Anything less than 1 can be considered congestion. The
reason why actuator fault is considered here is that it is the
most typical type of fault among all fault types. Moreover, due
to a jammed fault, the output of the actuator will be a constant
value, and the entirely invalid fault will make the system
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control completely unavailable. Therefore, partial fault of the
actuator has always been the focus of researchers.

A. BUILD EQUIVALENT 2D DESCRIPTION

Regarding the batch process described in system (1),
a 2D ILC law is drawn as
tky=ut k-1 t,k
DE u(t, k) = u( )ruat k) oy
ile 1u(,0)=0
@)

where u(t, 0) represents the initial value of the iterative algo-
rithm and ua (¢, k) € R™ denotes the update law of the ILC to
be designed. Define output tracking error as

e(t,k) £ ya — y(t, k) (€)
where y, is a constant value of the output expectation, does
not change with time and batch, and thus has nothing to do
with time and batch.

Note that
xa(t, k) =x(t, k) —x(t, k —1) “)

According to (1)—(4), we have

p
Xa(t+1,k) =Y hp((t, k)(Apxa(t, k) + Bruh (¢, k)
=1
+w(t, k) (5)

For the system’s output tracking error, Cy = C;
(f = 1,2,...,p) is considered. This is reasonable since it
is common in practical systems such as ref. [47], [48]. That
we can have
et+1,k) =y —y@t+1,k)

=et+1,k—1)

p
—C Y by Gt k)Apxalt, k) + Bruh 2. b))
f=1
— Cw(t, k) (6)

where
w(t, k) = w(t, k) + wa(t, k),
wa(t, k) = w(t, k) — otk —1),

P
(e, K) = D hy st k) (A, k= D+Bru” (1, k= 1),

f=1
he a2, k) = he (2, k) — he (22, k — 1)).

Further, from (5) and (6), an equivalent 2D closed-loop
model is drawn as:

14
Xt k) =Y hp Gt k)AFR(, k)
f=1
P
+ Z he G(t, k)Brul (1, k) + Din(t, k) (7

f=1
¥ k) £ [e(fﬁ }{f)l)] = Gx(t.k)
Z(t, k)2 et +1,k—1)=Cx(t, k)
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where )?/(t, k) =

xa(t + l,k)) _ [xA(z + l,k)} i
o k+1)) T et +1,k) YT
Ar 0| -~ xp(t, k) xa(t, k)

[—cfAf I } xe. k) = [xv(t, k)] - |:e(t +1,k— 1)}’
= B = 1 —-C 1| -

b o[ 8] 0= [ - [E e
[O 1 ]; xp(t, k) € R™ and x,(t,k) € R"™ indicate the
abscissa and ordinate state component with the appropriate
dimension vector, and Z(z, k) is the controlled output. The
system state is not only dependent on time but also related to
batches, so the state can be broken down into time coordinates
and batch coordinates. x,(t + 1, k), x,(¢, k + 1) is a form of
expression. The model is essentially an error model of sys-
tem (1), which can equivalently denote its dynamic behavior.
Therefore, the design of the system (7) update law ua (¢, k) is
equal to the design of the FTC law.

Remark 1: A lot of the nonlinear researches on batch
processes do not consider input and output constraints [9].
Aiming at this problem, the controller designed in this paper
considers the constraints and makes the system run stably
under faults and uncertainties. This paper is in view of the
2D system model, and the traditional fuzzy control is one-
dimensional. The first difficulty of 2D system is to find the
minimum upper bound of the optimal performance index.
Due to the introduction of batches, it is more complicated
than 1D and more difficult to deal with. The second one is
that C is not taken as Cy, because different batches have
different states. When the original system is transformed into
an equivalent model, if Cy is selected, the batch error will
not be expressed, so the common C is selected and regarded
as Cr. Besides, this selection is quite reasonable, just as the
description of that kind in [47].

Remark 2: The methods for nonlinear control include
direct nonlinear control and T-S fuzzy model control. The
former has some difficulties, while the latter is easy to express
the dynamic characteristics of complex systems and has good
approximation effect for nonlinear system. FTC is a control
method that makes the system run stably even when the
actuator fails. At present, it can be divided into passive FTC
and active FTC. Active FTC is popular because it can readjust
the controller structure or change the controller parameters in
time according to the results of fault diagnosis and detection,
so as to ensure the stable operation of the system after the
failure. 2D is an own characteristic of the batch process
because of its correlation with time and batch. MPC is a
control method with real-time optimization and updating of
control law. In this paper, in order to make the nonlinear batch
process have good control performance in presence of faults,
the advantages of the above control methods are combined to
study its fault tolerant MPC control based on 2D T-S fuzzy in
the case of failure.

B. OPTIMAL CONTROLLER DESIGN

Make X (t + mlt, k + nlk), y(t + mlt, k + nlk) and ua(r +
mlt,k + nlk) defined as the predicted state, output, and
manipulation action at time ¢ in the k phase. Specially,
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x(tlt, klk) = x(t, k), ua(tlt, k|k) = ua(t, k). In the infinite
time range [¢, 00), [k, 00), the “worst case’ performance
index of the system with uncertainty at time ¢ in the k phase
is denoted as

min max Joo(t, k)

wn (tmit ktnlk),mn=0,1,....00 |l k)| < |1 Z (2.5

o0 o0
=YY J+mlt.k +nlk)

m=0 n=0

_ii Re+mitk+nk) 1[0 0
_m:on:o un(t + mit, k + nlk) 0 R
y X(t +mlt, k +nlk)
up(t + mit, k + nlk)
(®)

limited by

14
Xt mlt, ket nlk) =Y hp Gt kDA + mlt, k+ nlk)
f=1

p
+ ) et k)Brul (t+mlt, k+nlk)
/=1
+Dw(t + m|t, k + nlk)
Y(t +mlt, k +nlk) £ Cyx(t + mlt, k + n|k)
Z(t +mlt, k + nlk) = Cx(t + m|t, k + n|k)

&)

lua(t +mit, k +nlk)lly < ua
(10)

|5+ mitk+nio| <5

where ua and y are the variables boundaries of the con-
trol input and output, separately. And assume ||w(t, k)| <
[|Z(t, k)||. This is a common notation, but it is considered
more specifically in this article. A more common expression
is |Z(t, k)| < y|lw(t, k)|| where y describes the upper
bound of sensitivity of 2D control system output to unknown
disturbance signal w, y > 0.

Remark 3: In performance index (8), x(t + ml|t,k +
n|k)T Qx(t + m|t, k + n|k) represents the whole process state
error and output error, and ua(t + m|t, k + nlk)T Rua(t +
m|t,k + nlk) shows the control power consumption.
Therefore, the optimal control problem of the minimum and
maximum quadratic performance indicators is essentially the
optimal control that requires the minimum control input to
obtain the minimum error in the case of maximum uncer-
tainty. In additionally, The matrix Q, R are a weighting matrix
of the process state and the output variable, separately, which
is a symmetric positive definite condition which is proposed
to ensure the stability of the optimal feedback system.

The iterative update law of 2D-ILC is denotes as

p

un(t +mit, k +nlk) =Y hpG(t, K)Kpx(t + mlt, k + nlk)
f=1

(11)
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The control goal is to minimize performance index
Joo(t, k) under uncertainties, input and output constraints by
designing (11). It’s shown in (9), (10).

Remark 4: Eq. (8) is a ‘min-max’ optimization problem,
where ‘max’ is to search the largest or ‘worst-case’ value
of J5 under uncertainties. Designing ua (¢ + m|t, k + nlk)
is to minimize a performance index with ‘worst-case’ infinite
horizon (8). The worst-case here is the case with the mini-
mum interference. Making use of LMI theory, that it may be
converted into LMI constrains of convex optimization. And
then, the control law ua (¢|¢, k|k) is implemented at discrete-
time ¢ in phase k and the optimization problem is repeated at
discrete-time ¢ + i in phase k.

Lemma 1 [12]: The system (9) is solvable if exists a
function V(x) and a scalar 0 < p < 1 satisfy

(1) As to Vx € R", V(})zo;andv(z) —0ex=0;

(2) When H;H — 00,V (¥) = oo
(3) For any boundary condition and allow actuator failures

3 % (?c(t+m|t,k +n|k))

t+k=Mo+No+m+n+1
My<t<Mo+m
No<k<No+n

<p >

t+k=Mo+No+m—+n
My<t<Mo+m
No<k<No+n

% (i(z Lotk + n|k)),

V1o > 0,Kp > 0,m,n>0

where the minimum p meeting the above formula is referred
to system’s 2D convergence index (2D-CI).
Proof: According to condition (3), it is known to

any t,k,m,n > 0 that V()?(t+m|t,k+n|k)) <

k—1 t—1
PV (x(0,k —n)+ Y pkH"mV(x(t — m, 0)). Because

n=0 m=0

0 < p < 1,the %im %4 ()?(t +mit, k +n|k)) =0,Vxou €
t,k—00

R+ jg established. According to the conditions (1) and (2),
then l%im xX(t+mlt, k+nlk) =0, Vxo g € R"1"2 Thatis,
t,k—o00

the system is robustly asymptotically stable. The system (9)
is solvable

Remark 5: It is easy to see from the proof of Lemma 1 that
the 2D robust convergence index p quantifies the 2D robust
stability of the system. 0 < p < 1 shows that the system
is 2D robustly asymptotically stable. The smaller the value
of p, the better the convergence of the system. Therefore,
the stability of the control system can be determined based on
this when designing the controller. Therefore, the exponential
convergence coefficient of this paper is p.

Pre-designed Lyapunov function that satisfies the follow-
ing form

VIx(t + mlt, k + nlk)]
=0-x(t +mlt, k +nlk)T A7'X(@ + m|t, k + nlk)
A
= Vi (xp(t + mlt, k + nlk))+V, (x,(t + mlt, k + nlk))
mn=20,...,00 (12)
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where V¢, k > 0, A > 0. The following must be met for the
model (8)—(9) to keep steady operation in the allowable range
of faults:

(a) Inequality constraint for two-dimensional Lyapunov
function:

Xt + mlt, k + nlk)T Qx(t + m|t, k + nlk)

un(t + mit, k + nlk)" Rua(t + mt, k + nlk)

VGt 4 mlt, k 4 nlk)) — VE ¢ + mlt, k + nlk))
(13)

IA

(b) For 2D system (10), suppose it has a limited set of initial
conditions i.e., here exists positive integers m, n make

Xt+mk)=0, m>1; x(t,k+n)=0n>0h. (14)

where /1 < oo and [ < oo, and are all positive integers,
we call x(t +m, k) and x(¢, k + n)are the boundary of K and
T of the current time and batch, separately.

Formula (13) is superposed from m, n = O tom, n = oo to
get the following form:

maxJoo(t, k) < IV[x(t,k)] <6 (15)

Itis obvious that condition (a), namely, equation (13), is the
condition that must be satisfied to predict the solvability of the
fault-tolerant control problem. (b) is the hypothesis that must
be put forward to obtain the upper bound of performance indi-
cators. Under the above conditions, the following theorem is
given:

Theorem 1: Suppose R and Q are positive matrices,
the problem of fault-tolerant MPC is solvable if there exists
positive d_e}finite symmetric matrices A = diag{ A", A"} and

0 = QO QOV , matrices Y7, Y, (f = 1,2,...,p;g =
1,2,...,r)scalars gr, &0, 7,0 > 0and 0 < 0 < 1,0 <

n < 1, make the following hold (16)—(20), as shown at the
top of the next page, and the robust update law is obtained by:

Kf = YfA_1
: ’ , =1,2,....p; ¢e=1,2,...,r;
{Kg=YgA‘ f P8
where

-T =T = =T

Y1 = AA; + Y/ B"B;, ) = —A +&:Br BBy
—T —-T =T =T

Y1 = AA; + AA, +Y; BBy + Y/ B"B,,

o v +
T T 1 1
V2 =—A+e/Br BBy +£,ByBB, ., VIR = %RZ.

Remark 6: There is an unknown matrix o, such that o« =
(I + a0)B, laol < o < I, @y = diaglaor, @2, - , Aom)-
In Theorem 1, « is replaced by (I + o) 8. By considering the
system model with actuator failure, an iterative learning pre-
dictive FTC method is proposed, and the sufficient conditions
for system stability are obtained and expressed in the form of
LMI in Theorem 1.
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(A +G6-1D0 0 YIRT ATQ g ATC y[pT]
0 v, 0 o D 0 0
* * —01, 0 0 0 0
x . £ =0, 0 0 o | =0 (16)
* * *; * V) 0 0
* * * * * —vli, 0
L * % * ES E3 % _8f i
- _ T oT yTgT
Ao, )—Q 0 YIR:  ATQ: ) ) ATC! Ygz/f‘ i
0 —yl, 0 0 vI'D 0 0 0
* * —01I, 0 0 0 0 0
* * * -0, 0 0 0 0 <0 (17)
* * * * 1) 0 0 0
* * * * * —vI, 0 0
* * * * * * —&g 0
* * * * * * * —&r
-1 x(t|t, k|)T
| A |50 (18)
r_ =2
—upl Yy
| —A:| =0 (19)
[—2A  ACT
y
R, } =0 (20)

Remark 7: 2D system is a special system, which con-
tains two directions of time and batch. Therefore, the Lya-
punov function (energy function in essence) is set as two
directions, so the matrix in Lyapunov function must be a
diagonal positive definite matrix. In addition, this paper
does not consider the conservative problem, which will be
the future work direction. Additionally, The Fuzzy weight

p PP
Zl hj%(Z(t, k)), lefg hy(z(t, k))hg(Z(t, k)) are both greater
than 0, Therefore, it cfm be extracted in the theorem proving
process without affecting the positive and negative of LMI,
thus the problem becomes more convenient.

Proof: This part will first prove by the Theorem 1 condi-
tion (16) (17) that the system is asymptotically stable, that
is, the formula (1) in Lemma 1, the proof process is the
Eq. (21)-(24), then, from equations (22) and (25)-(29),
it can be proved that (13) is established, and the system (9)
convergence index is not higher than p. Moreover, a dou-
ble sum of equation (29) is performed, and combining the
assumption conditions of equation (14), equation (15) can be
obtained. Namely, J has a minimum upper bound. Finally,
the constraint conditions (18)—(20) are proved. The details is
as follows:

Using the state-feedback control law (11), the system (9)
can be represented as:

|:)?/(t+m|t,k+n|k)] _ |:1/£3 l_)} |:?c(t+m|t,k+n|k):|

Zt+mlt,k+nk) | | C O] wt+mlt, k+nlk)
21
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where

P
Y3 = Zh]%(z(t, k) (Ar + BraKy)
f=1

p p
+2) > hy Gt )R Gt k)
f=1f<g

G;; = Af + BfOlKg.

F F
(G;g + Gy )
2 b

Based on Schur lemma, (Egs (16) and (17) are expansions
of 3, So the two are combined into one and become (22),
some details can be found in reference [9])

—A Yo, ) O ylI cTOra—t o w3y D
I s R

T

14
= 1 1
_|_l th(z(t,k))l(f R2 0z
0 f=1
0 0
1
R2 he(Z(t, k)K, 0
% fg} 7 (2(1, k)Ky —0 o)
ok 0
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Dueto A~ (0, n) = diag [0 (Ah)71 I (AV)*I], (22) can
be shown as

-A"b 0 yI CTI[A"" 0 v3 D
O—y—1+DT0 o y'||C o

T

p
+l > b, k))Ky RS Q?
0 f=1
0
| P
R [y G kks | 0 0 o)

f=1

0: 0

Let (23) multiply left by [X7(r + m|t, k + nlk)w” (r + m|z
k +nlk)] and right multiply by its transpose. Obvi-
ously, the system (9) evidently forms a retraction map-

ping form [;T(t +mlt, k +nlk) wl(t +mlt, k + n|k)] to

T
[x/ (t +mlt, k +nlk) ZT(t +mlt, k + nlk)]-
As a result, it is seen that

2 (¢ 4 mit, k + AR + mlt, k + nlk)
+ wTT(z +mlt, k + nlk)y "Wt + mlt, k + nlk)
> X (¢ +mlt, k4 nll)AX (¢ + mlt, k + nlk)
+Z(t +mlt,k+nlk)y ' Z(t + mlt, k +nlk)  (24)

Because ZT (t +mlt, k +nlk)Z(t +m|t, k +nlk) > wl (t +
!

mlt,k + nlk)w(t + m|t,k + nlk), then X (¢t + m|t,k +
~/ — —

nlAIX (t+mlt, k+nlk) <x (t+mlt, k+nlk)A X+

mlt, k + nlk)Vm,n > 0.

T . o0 o0

{x (t+m|t,k+n|k)A_lx(t+m|t,k+n|k)} is

. . =0 n=0
a strict decreasing sequence whose lower bounﬁary is 0.

Therefore, lim, - oo x(t+m|t, k+nlk) = 0, thus the system
(9) is stable.

Let (22) multiply leftby [x7(z + m|t, k + nlk)w” (t + m|z,
k + nlk)] and right multiply by its transpose. We can obtain

VE (6 4 mlt, k + nlk)) — Vig ot + mlt, k + nlk))
< —J(t +mlt, k +nlk)
— Xt 4 mlt, k +nk)T [Q + KfTRKg] Xt + mlt, k+nlk)

Therefore, from [Q + KfTRKg] > 0, the following equations
hold

x4+ mA4 1,k + nlk)A ™ x4+ m -+ 10t, k + nlk)
+xl(t +mlt, k +n+ 1AV x,(t +mlt, k 4+n+ 1]k)
< ox! (t +mlt, k + nlk)A™"x,(t + m|t, k + nlk)
+ px, (t + mlt, k + nlk)A™"x,(t + mlt, k + n|k) (25)

Thus, the following is drawn:
V(<7 G+ m+ 1k +nll) 5T+ mlek +n+ 116))")
-V ((o%th(t Fm+ 1k + nllopx! (¢ + mt,

k+n+1E)T) <0
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When 0 < p = max{o, u} < 1, it can get the following
results

V(< @+t Ve k -+ nlk) <TG+ mle k40 +110)")
<pV (E(t Fmlt, k +n|k)) (26)

In light of any integer My > 0, N9 > 0,m,n > 0 and
pursuant to (25), the following inequality is drawn:

Vi (xpn(Mo + m + 1{Mo, No + n|Np))
+ Vy, (x,(Mo + m|Mo, No + n + 1|Np))
< pV (Mo + mIMo, No + nlNo)

Vi (xn(Mo + m + n + 1|My, No|No))
+ V, (x,(Mo + m + n|Mo, No + 1|Np))
< pV (3Mo +m+ nlMo, NolNo)) 27

As far as the above inequality is concerned, get the follow-
ing sum

3 V(?c(t+m|t,k+n|k))

t+k=Mo+No+m-+n+1

Mo<t<Mo+m
No<k=<No+n
% (?c(t +mlt, k + n|k))
< > +V, Gty (Mo-+mIMo. No+n+1|No))
f+k74"04g2’%f:;"+1 + Vi (xp (Mo + m + 1|My, No|No))
No<k<No+n

<p >

t+k=Mo+No+m-+n
My<t<Moy+m
No<k=<No+n

% (}(r +mlt, k +n|k)> (28)

For /V(?c/(t + mlt, k + nlk)) — V(x(@ + m|t, k + nlk)) <
VG (¢ + mlt,k + nlk)) — Vg, (it + mlt, k + n|k)), thus

AV (x(t + mlt, k + n|k)
V(?c/(t +mlt, k + nlk)) — V(x(t + m|t, k + n|k))
< V(x (t 4+ mlt, k + nlk)) — Vig_(x(t + mlt, k + nlk))
< —J(@t +mlt, k + nlk)
= x(t +mlt, k + nlk)T Qx(t + mlt, k + n|k)
+un(t +mlt, k + nlk)T Rua(r +mlt, k +nlk)  (29)

Therefore, the system (9) convergence index is not higher

than p. In other words, the system is exponential convergent.

Moreover, lim Xx(t+m|t , k+n|k) — 0. Thus, Lemma 1 is
t+k—o00

met, indicating that the 2D predictive system (9) is fault-
tolerant predictive optimal control.

Adding the formula (29) from m,n = 0 to oo, it can be
got (30), as shown at the top of the next page

Choose, | = max {l{, >} then

oo o0

SO ST AVGE + mit k + nlk)

n=0m=0

< Z [Vi(xn(t+ oo + 12, k + nlk))— Vi(xn(t|t, k + nlk))]
n=0
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oo o0

SN AVGE @+ mit k + nlk))

n=0 m=0

ViGen(t + 112, k 4+ nlk)) — Va(e(t], k + nlk))

ot

3
Il
=)

+Vole(tlt, k +n+ 11k)) — Vi(x,(t|t, k + nlk))

+Vi(xen(t + 2|t, k + nlk)) — Vi(xp(t + 12, k + nlk))

Vo (et + 1t k +n+ 11k) — Vy(eo(t + 112, k + nlk))

+ o VaGin(t + 00 + 12, k 4 nlk)) — Via(Gea(t + oolt, k + nlk))

+Vo(xy(t + oolt, k + n+ 1|k)) — V,(x,(t + oolt, k 4 n|k))

10

2

+

0
00

< =Y @ +mit k +nlk)

n=0 m=0

23

[Vi(xn(t + oo + 1|t k + nlk)) — Vi(xn(t|t, k 4 nlk))]

[Vi(xy(t +m|t, k + oo + 1|k)) — V,(x,(t + m|t, k|k))]

(30)

+D V@t + mlt k+00+11k) = Vi (t+mt, k[K))]
m=0
<~ ViCoelt, k1K) = BV, (elr, k1K)
< IV K) < =YY I +mlt k + nlk)

n=0 m=0
1.€.
o0 o
Joo(t, k) = Z Z J(t 4+ mlt, k +nlk) < IV[x(t, k)] <6
n=0 m=0

€1y}

where 6 is the J (¢, k) upper bound. Thus, equation (15)
holds.

The constrained three formulas (18), (19) and (20) are
proved, respectively.

The state is in the unit circle to guarantee that the
system (9) is stabilizing, thus x(|z, k|k)T A= x(¢|t, k|k) < 1

1= T
holds. |: *l x(”t_’]j\'k) :| < 0 is obtained.

p P
From ua(t, k) = Y he(Z(t, k)Kpx(t, k) = Y he(Z(t, k))
f=1 f=1

P
-2 -
—~ — i h t,k Ys
Yy AT'x(, k) and Jlua(8,k)lly <iia, A fgl y &I

* —A
)
< ( is available, i.e., |: upnl Yg i| < 0.
* —A
From y(t, k) 2 Cyx(. k) and Hy(t, k)H2 <3, CTCA <
2 T
P holds. ie. | >N A | < 0holds.

Remark 8: 1t can be seen from the proof of theorem 1 that

3 % (2(r+m|t,k +n|k))

t+k=Mo+No+m+n+1
My<t<Mo+m
No<k<No+n

<p >

t+k=Mo+Ny+m+n
Mo<t<Mo+m
No<k<Ny+n

% (?c(r Lotk + n|k)),
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V (e, ®) is convergent, so x(t + m|t,k + nlk) — O,
the state contains state error and output tracking error. From
the simulation result, Fig. 6 shows that the system error
is infinitely zero after a certain point, which verifies that
ILC is convergent in this scheme. In addition, the algo-
rithm assumes that the system state tends to O after a
certain point. As can be seen from the above, this algo-
rithm is assumed to correspond to the simulation result
in Fig. 6.

Remark 9: For most actual iterative processes, the param-
eter disturbances and external disturbances of the system
often vary with time and batch. This kind of non-repeated
parameter disturbance and external disturbance are the main
reasons that affect the convergence of iterative learning
system. In severe cases, the closed-loop control system
may be unstable. Therefore, the Hy, robust control method
under 2D (time and batch) is more effective for unknown
disturbances.

In order to better display the overall idea of this arti-
cle, a brief description is made by the following flow
chart

A. Establish a constrained batch process
T-S fuzzy 2D model with disturbance and
actuator failure

A\ 4

B. Transform the nonlinear batch process
model with interference and actuator fault
into a T-S fuzzy closed-loop system model in
the form of prediction )

l )

C. Design an H_ optimal 2D constrained

iterative learning predictive fault-tolerant
control law for the batch process model with
interference and actuator fault

- J
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C. DESIGN ALGORITHM
Considering w(z, k) # 0, in this condition, the Hy, problem
of system must be considered, and the controller is designed
by using theorem 1. At this point, the convergence index ¢,
the convergence index k and the 2D robust Hy, ‘“worst”
performance index should be simultaneously considered as
the decision variables to be optimized, and the nonlinear
optimization problem should be solved. If the convergence
index ¢, kare known, the following optimization algorithm is
adopted:
Robust H, optimization control algorithm:
For an upper bound on a given expected convergence index
0 < o, u < 1, solving the optimization problem as follow:
Minimize y
A Yr Yg.6r 8¢
Subject to (16) (17) (18) (19) (20)
If there is a feasible solution to the optimization problem,
a new fuzzy constraint fault-tolerant iterative updating law
can be designed.

lIl. CASE STUDIES

A. CASE ANALYSIS

In this article, each injection process of the three-tank is con-
sidered as a batch, which considered as a batch process. The
three-tank can be conveniently transformed into single-input
and-single-output, multi-input-and-multi-output, three-order,
two-order and one-order models by opening and closing the
junction valve and the leak valve. Odds may increase the
chances of system faults under long-time and high-intensity
equipment operation.

In order to better reflect the effectiveness of the pro-
posed method, 1D fuzzy constrained fault-tolerant predic-
tive control (referred to as 1D) is compared with 2D fuzzy
constrained fault-tolerant predictive control (referred to as
2D). 1D method is only time-dependent and independent of
batch. That is, it is impossible to solve problems such as
system deviation and non-repetitive disturbance as the batch
increases. To change this situation, a 2D method dealing with
nonlinearity is put forward in this paper. The simulation is
performed by a three-tank single-input single-output second-
order model to illustrate that the method of this article has
better control effect.

The model is shown as:

]:ll 1| —013 111

. =3 + = . Qin

h3 S| 013 — Qou S10 (32)

y=nh

where h; and h3 represent the liquid level of tank 1 and
tank 3 separately; Q;, represents the flow of fill pipe 1 as
the manipulated variable; Q13 represents the flow of liquid
from tank 1 to tank 3; Q,,, represents the flow from tank 3
to bottom tank; Q13 = az; S, sgn(hy — h3)s/2g |h1 — h3l; S
denotes the bottom area of the tank and S,, denotes the cross

sectional area of the flow valve, where, the upper bound of
the water level of each tank is Hy,x = 0.6m, az; = 0.48,
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azz = 0.58, sgn(-) represents a sign function, S, = 5 x
107°m?, S = 0.154m?. The process in which water is
constantly filled in the tank can be regarded as a batch
process repetition and each batch is assumed to operate in
limited time interval. The initial value of each batch is given
as hy = h3 = Om; the four working points including
M1 : 0.2 x Hpax, My : 0.4 % Hyax, M3 : 0.6 % Hyax and
My - 0.8 x Hyax are set in the method of local linearization

and x = [28 ]]3] = [’Zl;g g} and u(t, k) = Oz, k) are

defined. Upon discretization, the fuzzy rules for the 2D T-S

fuzzy discrete system are described as follows:
Rule 1: If x1(¢, k) € My, then

x(t +1,k) = Aix(t, k) + Biu" (1, k) + (1, k)
Rule 2: If x5 (¢, k) € M5, then

x(t + 1, k) = Axx(t, k) + Boul (1, k) + (1, k)
Rule 3: If x3(t, k) € M3, then

x(t + 1, k) = Asx(t, k) + B3ul (¢, k) + w(t, k)
Rule 4: If x4(¢, k) € My, then

x(t + 1, k) = Aax(t, k) + Bau" (1, k) + (1, k)

where

p [0.9951  0.0035 ]
= 100025 09930 |
o [0.9944  0.0040 ]
2700029 09919 |’
e — [0.9863  0.0098 ]
37100071 09804 |
pe = [0.9807 0.0137]
= 00100 09724 |
B — [32.3885]

"7 100414 |
B — [32.3763]

*7 00478 |
B — [64.4900 ]

37 02327 |
Bl — [64.3072 ]

* = 03276 |

The membership function is as shown in figure 1:

Commonly used membership functions are bell-shaped,
triangular, trapezoidal membership functions, and so on.
At the beginning of the development of fuzzy control theory,
most of them use the bell shaped membership function.
In recent years, almost all of them have been changed to
membership functions of triangles. This is because the cal-
culation of the triangle membership function is simple, and
the performance and the bell shape are almost no difference.
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FIGURE 1. Membership function.
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FIGURE 3. Output response comparison.

B. SIMULATION RESULT
In actual processes, the interference is common and most are
not repetitive. In the initial batch, solve theorem 1 to draw the
controller gain as:
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K11 = [—0.0045

Ko = [—0.0047
Ki3 = [—0.0033
K4 = [—0.0031

—0.0001
—0.0002
—0.0001
—0.0001

—0.0098 ]
—0.0089]
—0.0059]

—0.0049] (33)

) «1073 Cycle 2 5 X 1073 Cycle 30
— 1D — 1D
1 _ 1 ‘ _
o o
T =
30 30
= £
K K
2 2
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step step
) «10°3 Cycle 31 y & 103 Cycle 50
— 1D — 1D
d| _ 1 .
2 2
3 oftr— 3 of¥
£ £
K K
2 2
0 50 100 150 200 0 50 100 150 200
step step
FIGURE 4. The system control input comparison.
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step step
FIGURE 5. The system input increment comparison.

In that case, the non-repeated interference is designed to
be w = [0.04 0.02] % A, where, A is the random number
of [0,1]. For illustrate the proposed method of this paper is
better, a comparison diagram between the 1D control method
and the 2D method is presented.

The relevant constraints are chosen as

lua(t, k), < 0.002

Hy(t, k)H2 <03 34)

Case 1: Constant failure under non-repeated interference

In this part, the above-mentioned non-repetitive interfer-
ence is selected, and the fault constant value is 0.6. Assuming
that all faults start happening in batch 31.

Fig.2 illustrates the tracking performance under non-
repeated interference (The root-sum-squared-error is intro-
Tk
> e%(t, k) to assess the control
1=1
performance). Since the 1D method does not consider batch

information, the system stability and performance are poor.
The 2D method combines ILC and fuzzy predictive fault-
tolerant control to optimize performance indicators. Though
it is found that when faults happen, the tracking performance
is poor, its tracking performance quickly gets better, which

duced by DT (k)
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FIGURE 6. The system output tracking error response (Cycle 30, 31, 50).

even returns to the normal control level particularly after
being influenced by faults.

Four diagrams in Fig.3 are the output responses before
faults, in the batch before faults happen, when faults happen
and after faults happen. It is found that, the proposed method’s
output is infinitely approximate to the set point as batch
increases, while that of the 1D method fluctuates greatly.
Fig.4 shows input response contrast diagrams. It is revealed
that at the initial stage of each batch, both control methods
have a greatly fluctuating input curve; whereas, As the batch
increases, the 2D method input is superior to the traditional
method.

Fig.5 shows the control increments. It is found that both
control methods have great fluctuation beyond the range of
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FIGURE 9. The system control input comparison.

constraint at the initial running stage of each batch; though
both can make steady operation after running for a while,
the 1D method still fluctuates while the 2D method almost
approximates a constant value O in a smooth curve or small
fluctuation. In conclusion, the 2D method shows better per-
formance than the 1D method.

Fig.6 shows the system output tracking error response.
According to the figure, in the 30th batch before the failure,
the system output tracking error, although there are some
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FIGURE 10. The system input increment comparison.
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FIGURE 11. The system performance value under different input
constraint.

fluctuations in the initial stage, after running for a period
of time, is a curve that infinitely tends to zero. Explain that
the system is convergent. In the 31th batch of the failure,
the systematic error was significantly worse, but after several
batches, the 50th batch, the error was significantly smaller,
and it was still infinitely close to zero. But it is slightly worse
than before the fault. Explain that the fault has an impact on
the system control performance.

Case 2: Time-varying fault
interference

Since the faults are not always constant in actual produc-
tion, they will be affected by the environment and process
complexity. Therefore, this part considers the time-varying
fault and selects it as @ = 0.6 + 0.4 sin(¢), 0 < ¢t < 200; and
the interference is the same as Case 1.

It can be seen from Fig. 7-10 that under the non-repetitive
interference and time-varying fault, the tracking performance
of the method of this paper is better than the 1D method;
the output is more stable than the 1D method except that the
fault batch fluctuates greatly; the same is true for system input
and input increments. In summary, the method of this paper
is superior to the 1D method in the case of non-repetitive
interference constant failure and time-varying failure.

Among them, due to the time-varying failure of the
31th batch, the stability and performance of the system are

under non-repetitive
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deteriorated, so the DT (k) of the proposed method is worse
than the conventional 1D method, while the subsequent batch,
the performance is improved even more than the conventional
method. In the 31th to 36th steps of Fig. 7, the maximum
and minimum values of DT(k) in the 2D method are: 0.246,
0.125; the maximum and minimum values of the 1D method
are: 0.318, 0.238.

Fig 11 shows the performance values for different batches
at the same output for different inputs. As can be seen
from the figure, when the input upper bound value is 0.003,
the performance is optimal.

IV. CONCLUSION

With regard to actuator gain faults and batch processes with
strong nonlinearity, a 2D fuzzy-constraint fault-tolerant pre-
dictive control strategy is designed in this article. According
to this strategy, the batch process is converted into an 2D
T-S spatial fault model with fuzzy state using its nonlinear
and 2D characteristics. Meanwhile, the design of the ILFTC
strategy is transformed into the determination of the con-
strained update law and system stability sufficient conditions
are offered. The determined constraint update law guarantees
that system can still make steady operation and exponential
convergence under faults. Last but not least, the three-tank
simulation proves the practical value and effectiveness of
the above method. There are still factors such as time delay
and multi-phase in batch process that affect production, the
corresponding control under such complex situation is our
future work.
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