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ABSTRACT Memristive nonlinear system has drawn much attention in recent years, due to its rich and
complex dynamical characteristics. However, there are few studies focus on the analytical analysis of
this significant system. In this paper, a novel analytical method for analyzing the chaotic trajectories of
memristive circuit is proposed. This method combines Homotopy Analysis Method (HAM) and Multi-
objective Optimization (MO), i.e., the convergence control parameter of traditional HAM is divided into lots
of subintervals in the time domain and respectively optimized by MO, for accurately solving the Ordinary
Differential Equations describing memristive circuits. Hence, this method is named by MO-based multi-
interval HAM (MO-MIHAM). By using MO-MIHAM, we accurately tracked the chaotic trajectories of
the classical Memristor-Capacitor-Inductor (MCL) circuit and current memristive Band Pass Filter (BPF)
chaotic circuit. Furthermore, based on the comparisons of errors between analytical approximate solutions
derived from MO-MIHAM and solutions solved by traditional homotopy-based analytical methods and by
Runge-Kutta-Fehlberg Method (RKF45) based numerical analysis, we found that, MO-MIHAM is charac-
terized by higher approximation accuracy and computational performance (comprehensively considering the
accuracy, computational complexity and execution time by a proposed Quality Factor) among the homotopy-
based analytical methods, due to the optimized convergence control parameters in subintervals. Besides
this major advantage, MO-MIHAM enables both qualitative and quantitative analyses and high freedom to
choose homotopy-related terms for simplicity, and it is insensitive to convergence issues. Therefore, it is a
powerful tool for exploratory studies for analytically analyzing chaotic dynamics in memristive circuit.

INDEX TERMS Analytical method, chaotic dynamics, multi-interval homotopy analysis method,
multi-objective optimization, memristive circuit.

I. INTRODUCTION
Chaos is a special dynamic phenomenon that widely exists
in nonlinear systems. It can be described by a set of Ordi-
nary Differential Equations (ODEs) [1]. In practice, chaos
can be generally realized by electronic circuits including
nonlinear device [2], [3]. Recently, memristor, which is a
novel nanometer-scale device showing nonlinear evolution
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of resistance with the excitation signal, has gradually gar-
nered extensive interests of academic and industrial com-
munities, due to its unique nonlinear characteristics [4], [5].
The memristor-based (memristive) chaotic system has rich
and complex dynamical characteristics [6]–[9], such as
coexisting multiple attractors, period doubling bifurcation,
and coexisting bifurcation modes, and has great potential
for multiple applications in neural networks [10], [11],
secure communication [9], [12], cryptography [13], [14],
biology [15], [16], etc.
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Along with studies in the applications of memristive
chaotic circuits, novel mathematical methods for accu-
rately tracking the chaotic trajectories are urgently needed.
Based on the authors’ observations, many studies have been
performed by using numerical methods so far [12]–[14],
[17]–[20], restricting the studies to quantitative analyses of
chaos. Even worse, it is well known that numerical meth-
ods are sensitive to convergence issues and may cause trun-
cation and rounding errors while approximating the exact
solution [21]–[23]. In reality, besides quantitative analyses,
researchers also need to consider qualitative analyses of these
circuits, which must be guaranteed to be convergent, for
deeper theoretical investigation, analysis, and understanding
of this novel chaotic system. It is also well known that ana-
lytical method enables qualitative analysis and closed-form
expression and, thus, guarantees convergence. With analyti-
cal method, researchers can predict the performance of mem-
ristive circuits and optimize circuit parameters more clearly
and conveniently [24]. Moreover, the solutions derived from
the analytical method can be easily integrated into Electronic
DesignAutomation (EDA) software for circuit synthesis [25].
Hence, analytical method is crucial for memristive chaotic
system.

Although some progresses have been made in this area,
at least two major obstacles must be overcome as far as the
authors’ knowledge:

1) The research using analytical method to analyze
chaotic circuit is still in its infancy.

2) The adopted methods in these studies scarcely per-
form accuracy and convergence optimizations for the
obtained solution.

It is known Homotopy [26] is an efficient analytical
method of linearizing the original nonlinear equation
to solve a nonlinear problem. It has been commonly
used in memristor modeling [25], [27]. For instance,
Hernández-Mejía et al. [25] developed an analytical
modeling method for HP memristor [4] using Homotopy
Perturbation Method (HPM) and applied it in a memris-
tive amplifier. Unfortunately, the amplifier is not chaotic;
Vazquez-Leal et al. [28] successfully adopted Multistage
Homotopy Perturbation Method (MuHPM) [29] to obtain
the analytical approximate solutions of chaotic trajectories
in memristive circuit. However, the work in [25] and [29] are
all based on HPM [30]–[32] that is essentially a perturbation
method [33], [34], and hence has the same limitations as
the perturbation method, e.g., HPM and MuHPM cannot
always guarantee the fast convergence of solution, whichmay
lead to the poor approximation accuracy [33], [35]. Here,
‘‘approximation accuracy’’ is defined as the error between
a solved solution and an exact solution (if it exists) that is
generally hard to derive due to memristor’s complex physical
equation. On the other hand, for memristive chaotic circuits,
their circuit classifications, device parameters, and memristor
models are quite different from each other. For these reasons,
researchers need a scalable analytical method capable of

optimizing accuracy of the solved solution depending on
different applications.

To address the aforementioned limitations, inspired by
the remarkable works in [25] and [29], we propose a novel
analytical method combining Multi-objective Optimization
(MO) and Homotopy Analysis Method (HAM), called
MO-MIHAM that has the following advantages:

1) It enables both qualitative and quantitative analyses and
high freedom to choose homotopy-related terms, and it
is insensitive to convergence issues.

2) It can be easily integrated into EDA software for circuit
synthesis and has high scalability.

3) It can provide a reasonable tradeoff between
approximation accuracy, computational complexity
and execution time.

4) It is characterized by higher approximation accu-
racy and computational performance (comprehensively
considering the accuracy, computational complexity
and execution time), compared with the traditional
homotopy-based analytical methods listed in this paper.

In our proposed method, the traditional HAM convergence
control parameters in homotopy deformation equations that
are constructed for solving unknown variables (chaotic tra-
jectories) in ODEs describing memristive circuit, are divided
into lots of subintervals in time domain and then optimized
by MO for better convergence and accuracy (our method
is accordingly named by MO-MIHAM). This idea is based
on the fact that convergence control parameter } is a key
parameter employed in HAM for accelerating convergence
and achieving high accuracy of solution [36], [37], thus opti-
mized } corresponds to optimized convergence and accuracy.
To realize this, one of the commonly used MO method—
Technique for Order Preference by Similarity to an Ideal
Solution (TOPSIS) [38], is chosen for } optimization because
of its high flexibility and simplicity [39]. In this paper,
we accurately tracked the chaotic trajectories, i.e., obtained
the analytical approximate solutions of variables, in classical
Memristor-Capacitor-Inductor (MCL) and current memris-
tive Band Pass Filter (BPF) chaotic circuits with different
types of memristor, by first defining the MO-MIHAM. Note
that all the solution procedures and comparisons in this paper
were implemented by Mathematica 11.2 [40] simulations.

The paper is organized as follows. In Section II the
basic solution procedure of MO-MIHAM is introduced.
As examples of specific solution procedure, in Section III
we obtain the analytical approximate solutions of unknown
variables in MCL circuit and memristive BPF chaotic cir-
cuit, respectively. Then these solved analytical solutions are
verified and compared with solutions obtained from HPM,
HAM, MuHPM, and RKF45-based numerical analysis,
in Section IV. Some discussions are given in Section V.
Finally, in Section VI, the conclusion is summarized.

II. MO-MIHAM SOLUTION PROCEDURE
The HAM [35], [36], [41]–[43], which is essentially based on
the Homotopy [26] in the Topology [44], is an approximate
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methodology to obtain the explicit form solution of ODE.
Overall, it can be viewed as a method of linearizing the
original ODE to solve a nonlinear problem. HAM was firstly
proposed by Liao [41]. Since then, it has been extensively
explored in various areas [45]–[48].

In the frame of MO-MIHAM, which is based on the HAM,
the r-th equation in ODEs that describes a dynamic system
has the following expression:

Nr [u1 (t) , . . . , ur (t) , . . . , uR (t)] = 0, (1)

where Nr represents a nonlinear operator, u1 (t), ur (t), and
uR (t) denote the first, r-th (r∈ [1,R], r ∈ N), and R-th vari-
ables that needed to be analytically solved, R is the number
of equations and variables respectively, t is time variable.
With (1), the ODEs regarding a dynamic system can be

expressed by

N1
[
u1 (t) , . . ., ur (t) , . . . , uR (t)

]
= 0

...

Nr
[
u1 (t) , . . . , ur (t) , . . . , uR (t)

]
= 0

...

NR
[
u1 (t) , . . . , ur (t) , . . . , uR (t)

]
= 0.

(2)

Let us suppose the time span of (2) is I = [t0,T ], where
t0 is the initial time and T is the final time. Then, we divide I
into S subintervals, i.e., [t0, t1) , [t1, t2) , . . . [ti−1, ti), . . .
[tS−1, tS = T ]. The i-th (i ∈ [1,S], i ∈ N) subinterval is
described by Ii = [ti−1, ti], where i = 1, 2, . . . , S,i ∈ N.
The time step size and initial time in Ii is 1t = ti − ti−1 =
(T − t0)

/
S and ti,0 = t0+1t × (i−1), respectively.

Because of the division of time t mentioned above,
ur (t) in (1) is correspondingly divided into S subintervals in
regard to t

ur (t) =
S∑
i=1

ui,r (t), (3)

where ui,r (t) is the exact solution (assuming it exists)
of ur (t) in Ii, r ∈ [1,R], i ∈ [1,S].

Then, we construct the zero-order homotopy deformation
equations in Ii to solve (2) as shown in (4), as shown at
the top of the next page, where t ∈ Ii and r ∈ [1,R],
i.e., (4) represent R equations from r = 1 to r = R.
φi,r (t; q) denotes the r-th unknown function needed to be
solved to approximate the ui,r (t), the embedded param-
eter q ∈ [0, 1], }i,r ∈ R− is a introduced conver-
gence control parameter, which is a key parameter used
in MO-MIHAM for accelerating the convergence of approx-
imation, Hi,r (t) 6= 0 denotes an auxiliary functions in Ii,
ui,r,0(t) is an initial value of ui,r (t) in Ii, and Lr represents
an auxiliary linear operator depending on the chosen base
function (generally, exponential, polynomial, Fourier, and
Chebyshev functions are adopted [32]), on which the char-
acteristics of (1) is based. Note that r ∈ [1,R] and i ∈ [1,S]
in the above parameter explanations.

In (4), original ODE is linearized by Lr , which is a
typical feature of homotopy Homotopy [35], [42]. That is,
we establish a relationship between φi,r (t; q) and ui,r (t) by
using homotopy transition in (4). It is known one of the
advantages of HAM is the high freedom to choose homotopy-
related terms (i.e., }, H (t), and L ) in zero-order homo-
topy deformation equation [35], [42], terms in MO-MIHAM
(i.e., }i,r , Hi,r (t), and Lr ) inherits this advantage by
constructing (4).

For the initial value ui,r,0(t) of subinterval Ii,

ui,r,0(t) =

{
ur,0 i = 1
ui−1,r,N [t0 +1t × (i− 1)] i > 1,

(5)

where ur,0 is the given initial value of ur (t) for I .
Clearly, when respectively substituting q = 0 and q = 1

into (4) and comparing the obtained equations with (1)
and (3), they hold

φi,r (t; 0) = ui,r,0 (t) , (6){
φi,1 (t; 1) , . . . ,φi,r (t; 1) , . . . , φi,R (t; 1)

}
= {ui,1 (t) , . . . ,ui,r (t) , . . . ,ui,R (t)}. (7)

Therefore, we have a conclusion from (6) and (7) that,
as q changes from 0 to 1, φi,r (t; q) is transited from the initial
value ui,r,0(t) to exact solution ui,r (t), which is also a typical
feature of Homotopy [35], [42].

Assuming φi,r (t; q) is a continuously smooth function
regarding to q and considering (6), φi,r (t; q) can be expanded
into a Maclaurin-series relative to q (q ∈ [0, 1])

φi,r (t; q) = ui,r,0 (t)+
+∞∑
m=1

ui,r,m (t) qm, (8)

where m denotes the number of approximation order, and

ui,r,m (t) = Dm[φi,r (t; q)], (9)

Dm =
1
m!

∂m

∂qm
|q=0, (10)

in which terms ui,r,m (t) in (8) and (9) are defined as the
mth-order homotopy coefficient, which cannot be solved
from (9) and (10) because φi,r (t; q) in (9) is unknown,
they are determined by the high-order homotopy deformation
equations presented later, Dm is defined as the mth-order
homotopy derivative operator.
When q = 1, according to (5), (7), and (8), we have

φi,r (t; 1) = ui,r (t) = ui,r,0 (t)+
+∞∑
m=1

ui,r,m (t). (11)

From the homotopy point of view [41]–[43], (11) is called
the analytical homotopy series solution and is one of the
solutions of ui,r (t).

It is should be noted that (11) can be solved, as long
as }i,r , Hi,r (t), and L are properly chosen (the choices
of }i,r , Hi,r (t) and L shall be explained later in Section II
and Section III, respectively) to guarantee the following
preconditions:
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(1− q)Lr
[
φi,r (t; q)− ui,r,0(t)

]
= −q}i,rHi,r (t)Nr

[
φi,1(t; q), . . . , φi,r (t; q), . . . , φi,R(t; q)

]
(4)

1) The solution φi,r (t; q) of the zero-order deformation
equation (4) exists for all q ∈ [0, 1];

2) The Maclaurin-series (8) of φi,r (t;q) converges
at q = 1;

3) The deformation derivative (9) exists for m = 1,
2, . . . ,+∞,m ∈ N.

Differentiating (4) m times in regard to q and setting
q = 0, then dividing both sides of the obtained expression
by m!, the high-order homotopy deformation equations is
obtained as shown in (12), as shown at the bottom of the next
page, to solve terms ui,r,m (t) in (11), where

χm =

{
0 m = 1
1 m > 1,

(13)

and (12) represent R equations from r = 1 to r = R.
According to (8) and (9), the (m − 1)th-order homotopy

derivativeDm−1
{
Nr
[
φi,1(t; q), . . . ,φi,r (t; q), . . . ,φi,R(t; q)

]}
in (12) is dependent upon ui,r,0(t) , ui,r,1(t) , . . . ,ui,r,m−1(t) .
Therefore, we can obtain ui,r,1 (t), ui,r,2 (t) , . . . ,ui,r,m (t)
by respectively performing the operations of inverse linear
operators L −1 = {L −11 , . . . ,L −1r , . . . ,L −1R } on both sides
of (12) and performing homotopy derivative one after the
other in order. Since this step is closely related to the spe-
cific choice of L −1 = {L1, . . . ,Lr , . . . ,LR}, the detailed
solution procedure shall be illustrated in Section III, where
ODEs describing MCL circuit is employed as a case study.

After combining (7), (11), and (12), and then considering
the unknown convergence control parameters vector }i ={
}i,1, . . . ,}i,r , . . . ,}i,R

}
, we deduce the N -order analytical

approximate solution [truncated homotopy series solution
of (11)] ui,r,N (t, }i) of ui,r (t)

ui,r (t) = ui,r,N (t, }i) = ui,r,0 (t)+
N∑
m=1

ui,r,m (t, }i), (14)

where N denotes the final approximation order, the
mth-order analytical approximate expression of ui,r,m (t, }i)
can be solved by performing the operations of inverse lin-
ear operators L −1 on both sides of (12), the ui,r,m−1 (t)
and Dm−1 terms in (12) are derived from (9) and (10), and
ui,r,0 (t) is from (5). Note that besides ur (t), the original r-th
ODE includes other variables {u1 (t) , . . ., ur (t) , . . . ,uR (t)},
Nr terms in (4) and (12) are therefore dependent upon other
corresponding approximation functions {φi,1 (t; q) , . . . ,φi,r
(t; q) , . . . ,φi,R (t; q)} and, thus, upon }i = {}i,1, . . . ,
}i,r , . . . ,}i,R}, this is because in subinterval, each φ corre-
sponds to each }.

With above analyses, we know }i significantly affects
the convergence and accuracy of (14) derived from (12)
(before (14), we suppose }i,r in }i is properly chosen for
simplicity), like } in HAM. Because of this, solving the
optimized }i is a crucial step in MO-MIHAM to obtain the

complete solution of (14) with high accuracy. After obtaining
the R incomplete solutions of variables in Ii by repeatedly
performing (14) for changing r from 1 toR (‘incomplete’ here
refers to elements in }i needed to be solved later), }i can be
solved (optimized) by synchronously minimizing the discrete
squared residual errors [37] of (2) as follows:

Ei,1,N (}i)
...

Ei,r,N (}i)
...

Ei,R,N (}i) ,

(15)

where the discrete squared residual error of (1) is based
on (14) and has the following expression:

Ei,r,N (}i)

≈
1

NP + 1

NP∑
p=1

{
Nr

[
N∑
m=1

ui,r,0 (t) +u i,r,m
(
tp, }i

)]}2

,

(16)

in which NP is the number of time points uniformly chosen
for calculating Ei,r,N (}i), tp,i = ti−1,0+p1t

′

is the p-th time
point in Ii, and

1t
′

=
1t
NP
. (17)

It should be emphasized that solving minimum (15) is
essentially aMulti-objective optimization (MO). Considering
its high flexibility and simplicity, the TOPSIS method [38] is
adopted to minimize (15) for obtaining }i as follows:

min

√√√√ R∑
r=1

λr
∣∣Ei,r,N (}i)− Ei,r,N (}∗i )∣∣2→ }i,

s.t. }i,r ∈ R−, }∗i,r ∈ R−, (18)

where λr is the weight coefficient of r-th equation
in (2), Ei,r,N

(
}∗i
)

is the optimal value of Ei,r,N (}i),
}∗i = {}

∗

i,1, . . . ,}
∗
i,r , . . . ,}

∗
i,R} is derived from the signal-

objective function optimization of Ei,r,N (}i).
Generally, the faster elements in }i approach to their opti-

mal values that correspond to the minimum (15), the faster
ui,r,N (t, }i) converges to the exact solution ui,r (t) of orig-
inal ODE (1) in Ii, hence indicating higher approximation
accuracy [35]. It is well known that there may be not a
solution in the MO procedure that satisfies all constraints and
enables all objective functions to be globally optimal at the
same time. Therefore, the solution of the MO problem is not
unique, but non-inferior [49], [50]. Accordingly, the solved }i
and minimum (15) are non-inferior solution sets, and hence
the approximation accuracy is also non-inferior. In spite
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of these non-inferior characteristics, MO-MIHAM still has
higher accuracy, compared with traditional homotopy-based
analytical methods without using MO, which shall be shown
in Section IV.

Then, substituting the obtained }i into (14), we have the
complete N -order analytical approximate solution ui,r,N (t)
in Ii. Finally, repeating same solution procedures from i = 1
to i = S, we obtain N -order analytical approximate solution
uS,r,N (t) of variable ur (t) in I

ur (t) = uS,r,N (t) =
S∑
i=1

χ [Ii]ui,r,N (t), (19)

which satisfies the original equation (1), and

χ [Ii] =

{
1 t ∈ Ii
0 t /∈ Ii.

(20)

For other variables in original ODEs (2), repeatedly per-
forming the solution procedures, similar to those for ur (t),
from r = 1 to r = R, we have their complete N -order
analytical approximate solution sets for the time span I as
follows:

{u1 (t) , . . . , ur (t) , . . . ,uR (t)}

=
{
uS,1,N (t) , . . . , uS,r,N (t) , . . . ,uS,R,N (t)

}
. (21)

In Algorithm 1, we summarize the core procedure men-
tioned before to account for MO-MIHAM more clearly and
systematically. The application and specific solution proce-
dure for MO-MIHAM shall be shown in Section III.

III. APPLICATION OF MO-MIHAM IN MEMRISTIVE
CHAOTIC CIRCUITS
A. MCL CIRCUIT
For the purpose of verifying the effectiveness of the proposed
MO-MIHAM method, the classical MCL-based chaotic cir-
cuit [51] was used, as a case study for the application of
MO-MIHAM to trace the chaotic trajectories. Fig. 1 shows
the MCL circuit. It is a three-element circuit composed of a
capacitor C, an inductor L, and a memristor M. According
to the Kirchhoff’s Current and Voltage Laws and nonlinear
characteristic of the memristor, the dynamics behavior of
MCL circuit can be described by a set of ODEs

dV (t)
/
dt = I/Cap

dI (t)
/
dt = −[V + Iβ(SV 2

− 1)]/Lind
dSV (t)

/
dt = −I − αSV + I · SV ,

(22)

where V (t) is the voltage across the capacitor, I (t) is the
loop current, SV (t) is the core parameter of memristor—
state variable, α and β are the dynamics parameters of
memristor M, Cap is the capacitance of C and Lind is the
inductance of L. The mathematical model of M is [50]:

Algorithm 1 Solution Procedure of MO-MIHAM for
Analytically Solving ur (t) in ODEs (2), r ∈ [1,R], r ∈ N.

1 Determine the approximation order N and base function;
2 Divide the time span I into S subintervals;
3 for i-th time subinterval Ii, i = 1, do
4 Choose the auxiliary function Hi,r (t) and the linear

operator Lr , and give the initial value ur,0;
5 Construct zero-order deformation equations (4) and

corresponding m th-order deformation equations
(12) of variable ui,r (t) based on the original ODEs
(2);

6 Determine the initial value ui,r,0(t), (5);
7 for m = 1, do
8 Solve mth-order deformation equation (12),

t ∈ Ii;
9 m = m+ 1;

10 if m > N, then
11 Stop the iteration, let m = N , and solve

ui,r,N (t, }i), }i =
{
}i,1, . . . ,}i,r , . . . , }i,R

}
;

12 end if
13 end for
14 Minimizing the discrete squared residual errors by

MO (e.g., TOPSIS) to solve }i and ui,r,N (t),
ui,r,N (t, }i)

(15)(18)
−→ }i

(14)
−→ ui,r,N (t) ;

15 i = i+ 1;
16 if i > S, then
17 Stop the iteration, let i = S, obtain solution

ur (t) = uS,r,N (t) =
∑S

i=1 χ [Ii]ui,r,N (t),
r ∈ [1,R], (19) and (20);

18 end if
19 end for
20 end

V (t) = β
(
SV 2
− 1

)
I (t), dSV (t)

/
dt = I (t) − αSV (t) −

SV (t) I (t), hence M is a current-controlled memristor
defined by Chua in [52]. It is clear from Fig. 1 and (22) that,
there are three variables needed to be solved, i.e., V (t), I (t),
and SV (t), and MCL circuit is an autonomous continuous-
time chaotic system. All the parameters of devices in
MCL circuit and the simulation parameters are summarized
in Table 1.

In the following Section III. A, we show how to
track dynamical trajectories of MCL circuit by using
MO-MIHAM. Note that for the simpler notation, we define
x = V (t), y = I (t), z = SV (t), and

{
ui,1,m(t), ui,2,m(t),

ui,3,m(t)
}
=
{
xi,m(t),yi,m(t), zi,m(t)

}
.

Firstly, according to the expression characteristics of (22),
i.e., each equation in (22) is a first-order ODE, we choose the

Lr
[
ui,r,m (t)− χmui,r,m−1 (t)

]
= }i,rHi,r (t)Dm−1

{
Nr

[
φi,1 (t; q) , . . . ,φi,r (t; q) , . . . , φi,R (t; q)

]}
(12)
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TABLE 1. Dynamics parameters of memristor M, devices parameters of
C and L in MCL circuit (Fig. 1), and simulation parameters.

FIGURE 1. MCL circuit.

following polynomial as base function{
tn
∣∣ n = 1, 2, 3, . . .

}
. (23)

Therefore, the solutions of three variables in MCL circuit
in subinterval Ii can be expressed by

ui,r (t) =
+∞∑
n=0

ar,ntn, (24)

where ar,n is the polynomial coefficients needed to be solved
later. Note that ui,r (t) represents the three variables and
hence (24) represents three equations from r = 1 to r = 3.
Based on (22) and (23), we choose every auxiliary linear

operator in (4) as first-order differential operator (r ∈ [1,R],
R = 3 for MCL circuit)

Lr [φ(t; q)] = L [φ(t; q)] =
∂φ(t; q)
∂t

, (25)

with the property

Lr [C] = L [C] = 0, (26)

where C is a constant.

Then, on the basis of (4) and (22), the zero-order homo-
topy deformation equations in Ii are constructed as (27),
as shown at the top of the next page, where xi,0 (t) =
V (0), yi,0 (t) = I (0), and zi,0 (t) = SV (0) accord-
ing to Table 1, {xi (t; q) , yi (t; q) , zi (t; q)} is equal to{
φi,1 (t; q) , φi,2 (t; q) , φi,3 (t; q)

}
in (4) and the related non-

linear operators for (22) in Ii are given by (28), as shown at
the top of the next page.

Like (6), when q = 0, we have

xi (t; 0) = xi,0 (t) , yi (t; 0) = yi,0 (t) ,

zi (t; 0) = zi,0 (t) , (29)

and like (7), when q = 1, we have

xi (t; 1) = xi (t) , yi (t; 1) = yi (t) , zi (t; 1) = zi (t) .

(30)

Expanding xi(t; q), yi(t; q), and zi(t; q) into threeMaclaurin-
series in regards to q (it is known q ∈ [0, 1])

xi (t; q) = xi,0 (t)+
+∞∑
m=1

xi,m (t) qm

yi (t; q) = yi,0 (t)+
+∞∑
m=1

yi,m (t) qm

zi (t; q) = zi,0 (t)+
+∞∑
m=1

zi,m (t) qm,

(31)

in which xi,m(t), yi,m(t), and zi,m(t) are solved by high-order
homotopy deformation equations described later.

From (30) and (31), we have the following homotopy series
solutions when q = 1, like (11):

xi (t) = xi,0 (t)+
+∞∑
m=1

xi,m (t)

yi (t) = yi,0 (t)+
+∞∑
m=1

yi,m (t)

zi (t) = zi,0 (t)+
+∞∑
m=1

zi,m (t).

(32)

Then, the high-order homotopy deformation equa-
tions (33), as shown at the top of the next page, are obtained
from (12) and (28) to solve (32). After performing the
operations of inverse linear operator L −1 [i.e., integration
with t , based on L from (29)] on both sides of (33), and
then rearranging the related equations, the solutions of the
mth-order deformation equations (33) becomes (34), as
shown at the top of the next page, where the integral constant
C1, C2, and C3 are determined by xi,0 (t), yi,0 (t), and zi,0 (t).
The auxiliary functions Hi,1 (t), Hi,2 (t), and Hi,3 (t) are all
set to 1, which is commonly used for simplicity and for
following the rule of regularity of solutions in HAM [35].
With (28) and (m-1)th-order homotopy derivative opera-
tor Dm−1 derived from (10), we have (35), as shown at
the top of the next page. Substituting (35) into (34), then
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
(1− q)L

[
xi (t; q)− xi,0 (t)

]
= −q}i,1Hi,1 (t)N1 [yi (t; q)]

(1− q)L
[
yi (t; q)− yi,0 (t)

]
= −q}i,2Hi,2 (t)N2 [xi (t; q) , yi (t; q) , zi (t; q)]

(1− q)L
[
zi (t; q)− zi,0 (t)

]
= −q}i,3Hi,3 (t)N3 [yi (t; q) , zi (t; q)] ,

(27)


N1 [yi (t; q)] = dV (t)

/
dt − yi (t; q)

/
Cap

N2 [xi (t; q) , yi (t; q) , zi (t; q)] = dI (t)
/
dt +

[
xi (t; q)+ βyi (t; q)

(
zi (t; q)2 − 1

)]
Lind

N3 [yi (t; q) , zi (t; q)] = dSV (t)
/
dt + yi (t; q)+ αzi (t; q)− yi (t; q) zi (t; q) ,

(28)


L
[
xi,m (t)− χmxi,m−1 (t)

]
= }i,1Hi,1 (t)Dm−1{N1 [yi (t; q)]}

L
[
yi,m (t)− χmyi,m−1 (t)

]
= }i,2Hi,2 (t)Dm−1{N2 [xi (t; q) , yi (t; q) , zi (t; q)]}

L
[
zi,m (t)− χmzi,m−1 (t)

]
= }i,3Hi,3 (t)Dm−1{N3 [yi (t; q) , zi (t; q)]}.

(33)


xi,m (t) = }i,1

∫ t
0 Hi,1 (τ )Dm−1 {N1 [yi (τ ; q)]} dτ + χmxi,m−1 (t)+ C1

yi,m (t) = }i,2
∫ t
0 Hi,2 (τ )Dm−1 {N2 [xi (τ ; q) , yi (τ ; q) , zi (τ ; q)]} dτ + χmyi,m−1 (t)+ C2

zi,m (t) = }i,3
∫ t
0 Hi,3 (τ )Dm−1 {N3 [yi (τ ; q) , zi (τ ; q)]} dτ + χmzi,m−1 (t)+ C3.

(34)



Dm−1 {N1 [yi (t; q)]} = dxi,m−1 (t)
/
dt − yi,m−1 (t) /Cap

Dm−1 {N2 [xi (t; q) , yi (t; q) , zi (t; q)]} =
dyi,m−1 (t)

dt
+
xi,m−1 (t)+β

∑m−1
n=0

∑n
j=0 zi,m−1−n (t) zi,n−j (t)yi,j (t)−βyi,m−1 (t)

Lind

Dm−1 {N3 [yi (t; q) , zi (t; q)]} = dyi,m−1 (t)
/
dt + yi,m−1 (t)+ αzi,m−1 (t)−

m−1∑
n=0

yi,n (t)zi,m−1−n (t) .

(35)

considering (32) and unknown convergence control param-
eters vector }i= {}i,1, }i,2, }i,3}, the incomplete N -order
analytical approximate solutions of three variables in subin-
terval Ii, like (14), can be obtained:

xi (t) = xi,N (t, }i) = xi,0 (t)+
N∑
m=1

xi,m (t, }i)

yi (t) = yi,N (t, }i) = yi,0 (t)+
N∑
m=1

yi,m (t, }i)

zi (t) = zi,N (t, }i) = zi,0 (t)+
N∑
m=1

zi,m (t, }i).

(36)

Finally, after solving }i through TOPSIS based
MO (16)–(18) with λr = 1 and substituting the solved }i
into (36), we derive the complete N -order analytical approx-
imate solutions of three variables in the time span I
(S subintervals) as follows [based on (19)–(21)]:

x (t) = xS,N (t) =
S∑
i=1

χ [Ii] x i,N (t)

y (t) = yS,N (t) =
S∑
i=1

χ [Ii] yi,N (t)

z (t) = zS,N (t) =
S∑
i=1

χ [Ii]zi,N (t),

(37)

where χ [Ii] =

{
1 t ∈ Ii
0 t /∈ Ii

.

For the purpose of showing the above procedure more
clearly, the solved solution expressions of the first two subin-
tervals (i.e., i = 1 and 2) of xi,N (t), yi,N (t), and zi,N (t), are
shown as examples in the Appendix.

B. MEMRISTIVE BAND PASS FILTER CHAOTIC CIRCUIT
In this subsection, MO-MIHAM is applied in the recently
proposed memristive Band Pass Filter (BPF) chaotic
circuit [6], i.e., BPF’s chaotic dynamics are analytically ana-
lyzed by using MO-MIHAM, for the purpose of demonstrat-
ing the wide applicability of MO-MIHAM.

Fig. 2 shows the BPF chaotic circuit, which is a third-
order nonlinear circuit composed of one memristor M, one
amplifier U, two capacitors C1 and C2, and three resistors
R1–R3. ODEs (38) describe the dynamic behavior of BPF
circuit, in which δ is a dynamics control parameter, k =
1+R2/R3,C1 = C2 = C . Note that device parameters of BPF
in Fig. 2 are all scaled in a dimensionless form. The system
parameters ρ = 80, ε =50/3, g = 0.1, and k =21 are taken
from [6], except the dynamics control parameter δ = R1C/R2
that shall be used in next section for controlling various
dynamic behaviors of BPF circuit. From (38), we know the
memristive BPF circuit has three unknown physical variables
needed to be solved, one is SV (t) denoting the state variable of
memristor M, and the others are V1(t) and V2(t) representing
the two node voltages as shown in Fig. 2.

The ODEs of the memristive BPF was solved by adopt-
ing the same solution procedure for MCL circuit, namely,
we derived analytic approximate solutions of three variables
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FIGURE 2. Memristive Band Pass Filter chaotic circuit.

by using TO-MIHAM. These solutions shall be shown in the
next section.

dSV (t)
dt

= −δSV − ρV1

dV1 (t)
dt

= ε
(
1− gSV 2

)
× V1/ (k − 1)− (k + 1)V2/k

dV2 (t)
dt

= εk
(
1− gSV 2

)
× V1/ (k − 1)− 2V2.

(38)

IV. VERIFICATION AND COMPARISON
A. MCL CIRCUIT
In order to demonstrate the validity and high accuracy
of MO-MIHAM, we compared the analytical solutions of
three variables obtained in Section III with analytical solu-
tions solved by the traditional homotopy-based methods
(i.e., HPM, HAM, and MuHPM), as well as with numerical
solutions. Because of high accuracy and wide applicability
of the Runge-Kutta-Fehlberg Method (RKF45) [53], [54],
we adopted RKF45-based numerical solutions as benchmarks
for comparisons. In addition, for the purpose of comparing
the error between the analytical solutions and the correspond-
ing numerical solution more clearly, we employed three error
parameters for quantitative analysis.

For fairness of the comparisons, the approximate order N
and number of subintervals S, in all the homotopy-based
methods, were chosen to be 4 and 1000, respectively.
The reasons for these choices shall be explained in detail
in Section V. B. Considering the complex dynamics evolu-
tions, the time span I was chosen to [0,100]. All the simula-
tion parameters are listed in Table 1.

Figs. 3(a)–3(c) illustrate the evolutions of three variables
[i.e., V (t), I (t), and SV (t)] solved by MO-MIHAM and
RKF45. All the analytical MO-MIHAM solutions accu-
rately track the dynamic trajectories, which is closely in line
with RKF45 solutions. To prove the accuracy superiority

FIGURE 3. Comparisons between the solved three variable in MCL circuit
using MO-MIHAM and RKF45-based numerical analysis. (a) Transient
trajectory of V

(
t
)
. (b) Transient trajectory of I

(
t
)
. (c) Transient trajectory

of SV
(
t
)
.

of MO-MIHAM, we performed quantitative error anal-
yses using three error parameters: Maximum Relative
Error (MaxRE), Mean Relative Error (MRE), and Root
Mean Square Error (RMSE), i.e., MaxRE = max

1≤k≤NE∣∣sn(tk )− sa(tk )/sn(tk )∣∣, MRE = [
∑NE

k=1

∣∣∣sn(tk )− sa(tk )/
sn(tk )

∣∣∣]/NE , and RMSE =
√
{
∑NE

k=1 [sn(tk )− sa(tk )]
2
}/NE ,
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TABLE 2. Values of three error parameters for solved V
(
t
)

in MCL circuit
(See Fig. 1).

TABLE 3. Values of error parameters for solved I
(
t
)
.

TABLE 4. Values of error parameters for solved SV
(
t
)
.

where NE = NP × S is the number of time points uniformly
chosen in I for error calculations, tk = t0 + kI/NE is
the k-th time point, sn(t) is the RKF45-based numerical
solution of V (t), while sa(t) is the analytical approximate
solution of V (t) obtained by the traditional homotopy-based
analytical methods or by the newly proposed MO-MIHAM.
Tables 2–4 show error parameters for three variables
derived from comparisons between solutions solved
by the homotopy-based analytical methods (including
MO-MIHAM) and RKF45 solutions. From Tables 2–4,
we can see clearly the error parameters ofMO-MIHAM4 solu-
tions (N = 4) are the smallest among all the homotopy-based
methods, indicating MO-MIHAM has the highest accuracy
under a same approximation order.

Figs. 4(a)–4(c) show the phase portraits of three variables
in MCL circuit obtained by MO-MIHAM. These portraits
represent typical evolution characteristics of chaotic attrac-
tors, also matching the corresponding RKF45 solutions well.
Figs. 4(a)–4(c) further demonstrate the characteristics of
chaotic attractors in MCL circuit.

In order to further verify the applicability of the pro-
posed method to variations of initial conditions of memris-
tive chaotic circuits, we studied the evolutions of bifurcation
diagram of V (voltage across C) and the three Lyapunov
exponents (LEs) of the MCL circuit by taking β (the initial
dynamic control parameter of the memristor) as a variable,
as shown in Fig. 5(a) and 5(b), respectively. As seen from
Fig. 5(a), with the increase of β from 1 to 1.8, the evolution
of V has a path towards chaos after three period doubling
bifurcations. When β is greater than 1.61 (e.g., β = 1.7
in Figs. 1 and 2), Fig. 5(a) shows a chaotic band composed of

FIGURE 4. Comparisons between the solved phase portraits in MCL
circuit by using MO-MIHAM and RKF45-based numerical analysis.
(a) Phase portrait in the V (t)–I(t) plane. (b) Phase portrait in the
V (t)–SV(t) plane. (c) 3D phase portrait in the V (t)–SV(t)−I(t) plane.

disordered discrete points and Fig. 5(b) illustrates the MCL
circuit has one positive LE (see LE of V ), one nearly zero LE
(see LE of I ), one negative LE (see LE of SV), and the sum of
the three LEs is negative [for β = 1.7 in Figs. 1 and 2, the LEs
are 0.03283, 0.000313, and -0.47107, as seen from Fig. 5(b)].
All these observations indicate the MCL circuit has strange
attractors when β > 1.61. We also have a conclusion from
Fig. 5 that, our method is cable of tracking small variations
of initial conditions. Therefore, the MCL circuit is chaotic as
shown in Figs 3–5, verifying the conclusion in [50].

B. MEMRISTIVE BAND PASS FILTER CHAOTIC CIRCUIT
Figs. 6(a)–6(d) illustrate the dynamic evolutions of phase por-
traits of memristive BPF circuit (see Fig. 2) in V1–V2 plane.
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FIGURE 5. Solved evolutions of (a) bifurcation diagram of V and (b) three
Lyapunov exponents (LEs) with β by using MO-MIHAM.

The comparisons in Figs. 6(a)–6(d) show MO-MIHAM4
solutions of ODEs (38) are also in line with RKF45 solutions,
further verifying the high accuracy and wide applicability of
MO-MIHAM. Moreover, for small variations of initial con-
ditions [δ, SV (0), V1 (0), and V2 (0)], MO-MIHAM4 accu-
rately tracks the different dynamic behaviors, i.e., single
attractor [Fig. 6(a)], coexisting chaotic attractors [Fig. 6(b)],
coexisting bifurcation modes [Fig. 6(c)], and period doubling
bifurcation [Fig. 6(d)]. These observations further show our
method is cable of tracking the influences of small variations
of initial conditions, in a more complicatedmemristive circuit
than MCL.

Additionally, it is clear from dSV (t)
/
dt = −δSV − ρV1

in (38) that the memristor in BPF circuit is a voltage-
controlled memristor according to Chua’s definition [48],
instead of the current-controlled memristor in MCL cir-
cuit, this difference also validates the wide applicability
of MO-MIHAM from the views of physical mechanism and
model of memristor.

V. DISCUSSION
A. ACCURACY
It is known from (15)–(18) that the convergence control
parameters vector }i in each subinterval are optimized, due
to the applications of minimum discrete squared residual

errors of ODEs and MO (e.g. TOPSIS in this paper). The
faster }i approach to its optimal value, the faster non-inferior
analytic approximate solution ui,r,N (t) converges to its exact
solution, and hence guaranteeing the accuracy of ui,r,N (t) in
the relating subinterval. Namely, the non-inferior optimiza-
tions in subinterval are performed by using }i and TOPSIS
for getting the corresponding non-inferior accuracy. Then,
because the complete analytical solution uS,r,N (t) of ur (t)
for the time span I is essentially composed of solutions in
subintervals [see (19) and (20)], its corresponding discrete
squared residual error and, thus, accuracy, are also non-
inferior in I .
In spite of these non-inferior characteristics, MO-MIHAM

using TOPSIS still has higher accuracy compared with
traditional homotopy-based analytical methods without
using MO, as shown in Tables 2–4. Theoretically, if the
number of subinterval S tends to infinity [see (19) and (20)],
the analytical approximate solution solved by using
MO-MIHAM will infinitely close to the exact solution (if it
exists), even under low approximation order N .

B. TRADEOFF BETWEEN ACCURACY AND
COMPUTATIONAL COMPLEXITY
MO-MIHAM, likes other traditional approximation
theories [29], [31], [32], [36], [37], also needs to make
a reasonable tradeoff between accuracy and computational
complexity.

Note that, complexity here is evaluated by the execution
time and memory cost for simulation. To be specific, the
number of subintervals S (negatively correlated with the time
step size1t = I

/
S) and the approximation orderN should be

increased to achieve higher approximation accuracy. Increas-
ing these two parameters, unfortunately, would also increase
the complexity of final solution expression [see (36)], which
is inconvenient for analytical analysis. However, because of
its high accuracy as shown in Figs. 3–5 and Tables 2–4,
MO-MIHAM allows the choices of small S and N and large
time step 1t for a chaotic system (in this paper, S = 1000,
N = 4, and 1t = I

/
S = 0.1), showing the reason-

able tradeoff. Namely, under a given accuracy requirement,
MO-MIHAM enables higher efficiency and hence lower
computational complexity, compared with other analytical
methods in this paper. Table 5 shows the comparisons of com-
putational complexities among different methods, verifying
the above analyses. It is clear from Table 5 that, the execution
time of MO-MIHAM is the highest compared with other
methods, due to the introductions of }i in each subinterval and
corresponding MO. However, the accuracy of MO-MIHAM
(i.e., RMSE) is also the highest. Namely, MO-MIHAM has
high accuracy at the expense of execution time and, thus,
complexity.

To evaluate computational performance more objectively,
we introduced the Quality Factor equal to RMSE×execution
time. From Table 5, we see the Quality Factor of
MO-MIHAM4 is the lowest, indicting MO-MIHAM is
superior to other methods for the comprehensive
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FIGURE 6. Comparisons of phase portraits solved by MO-MIHAM4 and by RKF45 with different dynamics control
parameter δ, in the V1–V2 plane. Black solid lines are RKF45 solutions, while colored (red and blue) dash lines are
MO-MIHAM4 solutions. (a) Chaotic attractor for δ = 8. (b) Coexisting chaotic attractors for δ = 8.6. (c) Coexisting
period-4 limit cycles for δ = 9. (d) Coexisting period-2 limit cycles for δ = 9.5. (0,10−6,0) and (0,−10−6,0) are
initial conditions of (SV , V1,V2). All the related simulation parameters are the same as those in Fig. 2 except the
initial conditions.

TABLE 5. Comparisons of computational complexities of different
methods for solving SV in MCL circuit.

consideration of accuracy and computational complexity,
under the same approximation order N = 4. For other
approximation orders, we have the same results, which are
not listed here due to the limited space.

C. SCALABILITY
MO-MIHAM has high scalability due to the following
reasons:

1) OTHER MO METHODS
TOPSIS is used to simultaneously minimize discrete
squared residual errors of ODEs for optimizing }i in this

paper [see (15)–(18)]. Although TOPSIS [38] has several
drawbacks [39], e.g., the problem of ranking reversal,
and although the solution derived from TOPSIS is non-
inferior, we still obtain more accurate solutions by using
TOPSIS-based MO-MIHAM, compared with solutions
solved by other homotopy-based methods without using
TOPSIS. This is an interesting attempt, showing the supe-
riority of MO-MIHAM.

To further explore the potential performance and appli-
cation of MO-MIHAM, within its framework, researchers
could replace TOPSISwith othermore efficientMOmethods,
such as currently developed TOPSIS [55]–[58], extended
TOPSIS integrating with other MO techniques [59], [60],
and intelligent optimization algorithms (including Multiple
Objective Genetic algorithm [61]–[64], Multiple Objective
Swam Intelligence algorithm [65]–[67], Multiple Objective
immune algorithm [64], etc.).

2) OTHER APPLICATIONS AND ACCELERATION METHODS
OF SOLVING }i
In this paper, we focus the applications of MO-MIHAM not
only on the classical MCL circuit but also on the current
memristive BPF chaotic circuit (these circuits have different
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memristor models and circuit classifications), so the pro-
posed MO-MIHAM, theoretically, has potential for extend-
ing to other chaotic systems. This is because MO-MIHAM
is based on the commonly used HAM that is an effec-
tive and general mathematical method for solving various
ODE [42], [45]–[48] and on the extensive MO methods
described in Section V. C. 1).

It also should be noted that convergence control parameter
}i is derived from the discrete squared residual error in
this paper, other convergence accelerating methods having
less computational complexity and execution time are also
compatible with MO-MIHAM, such as Ratio method [68]
and Weierstrass-M discriminant method [69]. By using these
methods, }i can be obtained more efficiently and hence the
Quality Factor of MO-MIHAM can be further reduced.

VI. CONCLUSION
In summary, we have proposed a novel analytical method
called MO-MIHAM for tracking the chaotic trajectories of
memristive circuits. By comparing solutions derived from
MO-MIHAM with traditional homotopy-based analytical
methods (i.e., HPM, HAM, and MuHPM), we found the
major advantage of MO-MIHAM is the higher approxima-
tion accuracy and, thus, higher computational performance
(i.e., lower Quality Factor). Additionally, MO-MIHAM
enables both qualitative and quantitative analyses and high
freedom to choose homotopy-related terms, and it is insensi-
tive to convergence issues. Moreover, the solutions derived
from MO-MIHAM can be easily integrated into Elec-
tronic Design Automation (EDA) software for circuit syn-
thesis. With theoretical analyses and circuital applications
of MO-MIHAM, we have verified that the combination
of multi-interval HAM and Multi-objective Optimization
is feasible. Theoretically, MO-MIHAM may has potential
for applications in other chaotic systems, due to its high
scalability.

APPENDIX
This section shows the detailed solution procedures of
MCL system (22) for the first two subintervals (i = 1 and 2)
of xi,N (t), yi,N (t), and zi,N (t). Note that all the significant
digit of solved solution is kept to 6.

(1) i = 1.
Firstly, we chose t0 = 0, x1,0 (t) = V (0) = 0.1,

y1,0 (t) = I (0) = 0.1, z1,0 (t) = SV (0) = 0, S = 1000
(i.e., the time step of subinterval 1t = I

/
S = 0.1), and

N = 4 (the reasons for choices of S, 1t , and N were
explained in detail in Section V. B). These values and
other parameters values are all given in Table 1. Secondly,
according to the flow of Algorithm 1 and the detailed solu-
tion procedure mentioned above, and taking into consider-
ation of the unknown }1 =

{
}1,1, }1,2, }1,3

}
, we obtained

the incomplete fourth-order analytical approximate solutions
of three variables: x1,4 (t, }1), y1,4 (t, }1), and z1,4 (t, }1),
in the first subinterval I1. Thirdly, based on (16)–(18), we
solved the associated convergence-control parameters in }1 as

}1,1 = −0.991140, }1,2 = −0.920402, and }1,3 =
−1.09231, respectively. And finally, substituting the solved
}1 into x1,4 (t, }1), y1,4 (t, }1), and z1,4 (t, }1), we derived the
complete fourth-order closed solutions of three variables in
the original MCL circuit equations (22) as follows [in which
x = V (t), y = I (t), and z = SV (t)]:

x1,4 (t) = 0.100000+ 0.099999t + 0.010600t2

− 0.0032247t3 − 0.00017494t4

y1,4 (t) = 0.100000+ 0.0212113t − 0.00968963t2

− 0.00286490t3 + 0.000447384t4

z1,4 (t) = −0.0999927t − 0.00559066t2

+ 0.00271071t3 − 0.00794557t4.
(A1)

It should be emphasized that the above expressions are in
line with the solution definitions employing polynomial base
functions (24), proving above solution procedure is valid.
(2) i = 2.
From the definition of subinterval, (5), and Table 1, time

step in second subinterval I2 is 1t =0.1, initial time in I2 is
t2,0 = t0 +1t × (2− 1) = 0.1, the initial value of solutions
in the subinterval I2 are x2,0 = x1,4

(
t2,0
)
= 0.110103,

y2,0 = y1,4
(
t2,0
)
= 0.102021, and z2,0 = z1,4

(
t2,0
)
=

−0.0100533, which are derived from (A1). And then, using
a procedure similar to I1, we obtained }2,1 = −1.01971,
}2,2 = −0.893526, }2,3 = −1.00172 and

x2,4 (t) = 0.0999999+ 0.100001+ 0.0106025872t2

− 0.00326892t3 − 0.000551529t4

y2,4 (t) = 0.100000+ 0.0212122t − 0.00970592t2

− 0.00288226t3 + 0.000106714t4

z2,4 (t) = −0.100002t − 0.00560192t2

+ 0.00274990t3 + 0.000188834t4.
(A2)

We can see the above expressions also match (24) well.
(3) For 2 <i ≤ S = 1000.
The procedures, similar to those of I1 and I2, are repeated

until i = S = 1000.
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