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ABSTRACT Underground target detection technology has been widely used in urban construction and
resource exploration. With the development of industrial modernization, the demand for underground target
detection is becoming more specific, such as the material and shape of underground targets. Therefore, it is
necessary to classify the properties of underground targets. In this paper, sensitivity analysis was performed
on the spheroidmodel and the approximate forwardmodel at first, and the influence of the target properties on
themodel output is obtained. Secondly, we utilized the fitting algorithm to obtain the model parameters of the
simulation data (model response of targets with varying shapes and materials), and analyzed the influence of
the fitting algorithm on the classification results at different SNR. Finally, eight machine learning algorithms:
support vector machine(SVM), neural network(NN), quadratic discriminant analysis (QDA), Gaussian
process (GP), decision tree (DT), random forest (RF) and AdaBoost were used in this study to compare
the obtained results. From the above analysis, we found that the shape (radius) have a greater influence on
the model than the material (permeability) in the spheroid model. According to the approximate forward
model, we found that it is not feasible to classify targets when the orientation is unknown. The influence of
the fitting algorithm on the classification performances is related to the noise level. The obtained results using
neural network demonstrated that the proposed method outperformed in material-based classification and
shape-based classification. In the material-based classification, the classifier generally has a weaker ability
to distinguish between permeable materials.

INDEX TERMS Underground target detection, sensitivity analysis, fitting algorithm, machine learning,
classification algorithms comparison.

I. INTRODUCTION
With the development of industrial modernization, metal tar-
get detection technology plays an important role in some
important fields, such as security [1], transportation [2], his-
torical humanities [3], engineering construction [4], resource
exploration [5], and so on. In the above-ground detection,
metal detection technology is mature and has been widely
used in security(for example, in the security inspection to
eliminate dangerous goods [6]), which has played an impor-
tant role in promoting the development of security check.

The associate editor coordinating the review of this article and approving
it for publication was Najah Abuali.

In the case of underground exploration, metal detection tech-
nology has been used in historical humanities (e.g. archae-
ological treasure hunting [7]), transportation (e.g. highway
subgrade detection [8]), urban construction (e.g. detection
of urban underground metal pipelines [9]), engineering con-
struction (e.g. geologicalmapping [10]), and resources explo-
ration (e.g. mineral exploration [11]).

At present, the underground metal targets detection based
on electromagnetic eddy current method has become amature
technology, which achieves the purpose of detecting targets
by acquiring the eddy current induced by the target object in a
changing magnetic field [12]. Because of its high sensitivity
to metal materials, high precision, and strong penetrability,
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the electromagnetic detection method is suitable for target
detection in complex underground environments [13].

The electromagnetic metal detector is based on the prin-
ciple of electromagnetic induction and generates a variable
magnetic field with alternating current in the coil. Metal
objects are affected by the variable magnetic field and
produce induced eddy current, which generates a induced
magnetic field [14]. The interaction between the induced
magnetic field and the original magnetic field triggers
the sound of detector, reporting the existence of metal
objects to users (e.g. security inspectors [15], treasure seek-
ers, archaeologists [16]). For above-ground target detection,
reporting the existence of metal objects can meet the needs
of the most practical applications. However, only existence
information cannot meet the needs of underground target
detection. Taking engineering construction as an example,
we need to know the distribution of underground metal
pipelines before building public service facilities. Due to
the lack of reasonable planning in early urban construction,
the limited level of municipal management, and the lack
of effective archival data management, there is no system-
atic record of underground pipeline distribution, pipeline
material and pipeline shape [17]. With the development
of industrial construction, underground pipelines are all
over the city [18]. Only by obtaining the location infor-
mation, specific material and shape of the underground
pipelines, we can smoothly carry out the construction of the
projects. Therefore, distinguishing the material and shape
of the target based on the detected information becomes
an urgent problem to be solved, that is, the classification
problem.

At present, the research on the classification for under-
ground metal targets mainly focuses on two aspects: model
based methods and data based methods. The classification
process of the two methods is shown in the top half of Fig. 1.
For the model based method, a model is established based on
the magnetic field attenuation response of the target object,
and then the material and shape are classified by the model
parameters. The classical response model of magnetic field
attenuation is proposed in [19]. Smith et al. improved the
fitting effect on the early response for the permeable sphere
and proposed amoremature attenuation responsemodel [20].
In terms of classification, Pasion et al. conducted a detailed
study on the relationship between the parameters in the model
of the axi-symmetric metal object and the properties of the
target object, and proposed a method of using model param-
eters as indicators of classification [21]. For the data based
method, the classification of the target object is achieved by
analyzing the magnetic field attenuation response value of the
target object. However, not all the attenuation response data
contribute to the classification, and the useful data need to
be selected carefully. In [22], the optimal magnetic suscep-
tibility characteristics were determined by the Relevant Vec-
tor Machine (RVM) feature selection method, and weights
were assigned. In terms of classification, the classification
threshold is estimated by performing a principled Bayesian

risk analysis on the magnetic susceptibility characteristics to
achieve the purpose of classifying the underground targets.

The ultimate purpose of categorizing the target is to
improve classification accuracy. The current research focus is
generally to classify the target by analyzing the parameters in
the object response model or the target attenuation response
value. In general, the researches is to improve the classifica-
tion effect of the target, but most of them are promoting at
a certain point in the classification system to achieve better
classification results. In order to provide a systematic idea
for improving the classification effect, we have analyzed the
whole classification system in this paper, and summarized
and analyzed the factors that may affect the classification
results in the classification process as well.

The main research content of this paper is to classify the
material and shape of the target by analyzing parameters of
the magnetic field attenuation response model of the target
object. The classification process is shown in the lower part
of Fig.1. On this basis, the factors affecting the classification
results in the whole classification process were analyzed.

Firstly, the sensitivity analysis was performed on the
ellipsoid model and the approximate forward model.
For the spheroid model, we evaluated the relationship
between the properties (shape and material) of the target
object and the model parameters. The simulation results show
that in the sensitivity analysis of the spheroidmodel, the target
radius has a greater influence on the model parameters than
the target material. In the case of the model parameters as the
classification feature, the results exhibits that the classifica-
tion results of the target shape is better than that of the target
material. For the approximate forward model, we evaluated
the influence of target object’s properties and orientation
on the model parameters. In the sensitivity analysis of the
approximate forward model, the influence of the target ori-
entation on the model parameters is unfixed. In some cases,
influence of the target orientation is much greater than that
of other parameters. To achieve a better classification results,
obtaining object orientation information before classification
is necessary. It is not feasible to classify targets when the
orientation is unknown.

Secondly, in order to be closed to the real situation, we have
added different noise to the simulation data and obtained
the model parameters by fitting algorithm. We used the
model parameters as classification features to classify the
properties of object. By comparing the classification results,
we can obtained the influence level of the fitting algorithm
on the classification results at different SNR. By studying
the influence of the fitting algorithm on classification, fitting
algorithm has different influences on classification results
at different SNR. As the SNR increases, we found that the
classification results of the fitted data get better. The results
of the fitting algorithm are very sensitive to the noise level.

Finally, we used the model parameters as classification
features, inputted them into a variety of machine learning
algorithms and obtained the classification results. By compar-
ing the classification results with different evaluation metrics,
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FIGURE 1. The classification process of the model-based method and data-based method.

we got the influence of different classifiers on the classifica-
tion performances. By studying the impact of classification
algorithms on classification, we compared the influences
of different classifiers with multiple classification algorithm
evaluation metrics. The results show that most classifiers
have a weaker ability to distinguish permeable materials in
material-based classification. Overall, most classifiers have
a stronger ability to distinguish object shapes than object
materials. In addition, the neural network has a good perfor-
mance in the material-based classification and shape-based
classification.

The innovations of this paper are as follows:

A. Sensitivity analysis is used to evaluate the influences of
object properties (shape, material) on model parame-
ters in the spheroid model.

B. Sensitivity analysis is used to evaluate the influences
of object property (shape) and orientation on model
parameters in the approximate forward model.

C. From the perspective of classification label (material-
based classification and shape-based classification),
the influence of noise on the fitted parameters and the
influence of the fitting algorithm are analyzed.

D. The classification performance of eight machine learn-
ing algorithms is compared by the analysis of the recall
rate, precision and confusion matrix.

The details of this paper are arranged as follows. In the sec-
ond section, the spheroid model, approximate forward model
and sensitivity analysis are introduced. In the third section,
we introduce the machine learning classification algorithm
and the common classification metrics. In the fourth section,

the factors affecting the classification performance are ana-
lyzed in the whole classification process. In the fifth section,
we summarizes the article to give conclusions and directions
in future work.

II. RELATED WORK
The classification of underground targets is carried out by
obtaining the electromagnetic characteristics of the target
from the acquired magnetic field data and analyzing the phys-
ical characteristic parameters of the target, thereby distin-
guishing the target of interest from other objects and reducing
the false-alarm counts [23].

There are two main types of parameters used for classifi-
cation: data-based parameters, which can be obtained directly
from magnetic field data, such as the amplitude [24], induc-
tion data [25] etc. Model-based parameters, generally elec-
tromagnetic propagating parameters of the forward model,
such as dipole models, ortho-normalized volume magnetic
source (onvms) models [26], etc.

Data-based parameters and model-based parameters can
be used as input to statistical classification methods. These
parameters are related to the physical characteristics of the
target, and the classification results can be used as a basis
for determining whether the target is the target of inter-
est. The frequently used data classification methods include
support vector machine (SVM) [27],random forest [27], neu-
ral network [27], [28], k-neighbor [24] and unsupervised
weighted-pair group method with averaging (WPGMA)
algorithm [26].

Recently, many researchers reported the classifica-
tion of underground targets by model-based parameters
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and data-based parameters. In model-based classification,
Bijamov et al. utilized combined clustering/Gaussian-
mixture-model approach to generate the training list and
evaluated the likelihood of an object being a UXO by the list.
The model parameters are corrected iteratively through the
ground truth, so that all targets of interest can be identified
correctly [29]. Bray and Link utilized FEM model response
and actual TFM field data as training data in discrimination
and classification approaches, and compared the classifica-
tion performance of neural networks, random forests, and
support vector machines [27]. In [25], the detailed steps of
UXO classification procedure using the advanced EMI sen-
sors and models are presented along with the processing and
analysis approaches that are used to generate a prioritized
dig list. Makkonen et al. classified the inversion results of
magnetic polarizability tensor by comparing the library data
and K-nearest neighbor classification algorithm to determine
the class of targets [24]. Sigman et al. utilized target extrinsic
and intrinsic parameters as data set. (dimensionality reduc-
tion by Pasion-Oldenburg model) and cluster the anomalies
by unsupervised weighted-pair group method with averag-
ing (WPGMA) algorithm. A supervised Gaussian mixture
model (GMM) is trained for each cluster [26], (in which
each class of UXO is represented by a multivariate Gaussian
probability density.)

For data-based classification, In [30], authors combined
the method of ‘‘voting by comparing the polarizability with
the library data’’ and the method of ‘‘Bayesian statistics on
features extracted from the polarizabilities’’ to generates an
ordered dig list. Mitiche et al. mapped time-domain signal
to a Bispectrum image and classified the high-pressure dis-
charge signals by using a deep residual neural network to
classify the Bispectrum images [31]. Ammari et al. iden-
tified conductive objects by extracting geometric features
from the induction data and matching the features data for
known objects from a given dictionary [14]. In [28], the con-
volutional neural network (CNN) is capable of recognizing
whether a B-scan profile obtained from ground-penetrating
radar (GPR) acquisitions contains traces of buried mines.
Kanafiah et al. utilized the amplitude peak, skewness and
standard deviation values of the hyperbolic signal obtained
by GPR detection as the classification feature and utilized the
multilayer perceptron (MLP) learning algorithm to classify
the shapes which are a metal cube and metal cylinder [32].

The related works classified the target by using specific
data sets or matching the features from library data, but most
of them only promoted at a certain point in the classifi-
cation system to achieve better classification results. This
means that the quality of the classification results depends
on the authors ‘expertise and specific data sets [33], and
the method of improving the classification results is more
targeted. In order to find a general method to improve the
classification results, we have analyzed the whole classifica-
tion system in this paper and analyzed the factors that may
affect the classification results in the classification process as
well.

III. SYSTEM MODEL
In the detection system, the metal target is located at a cer-
tain position in the underground space. When primary field
(generated by transmitter) acts on the metal target, secondary
field is generated by the eddy current of metal target. The
secondary field data are collected by the detector sequentially
placed in different positions on the detection plane. Estima-
tion of the target’s parameters can be obtained from these
secondary field data.

The geographical condition we refer to is the land where
metal targets and clutters are buried underground. It is located
in Aberdeen Maryland and Yuma Arizona.

In this paper, the purpose of the classification is to correctly
distinguish the material of the underground target. We can
divide materials into permeable materials and non-permeable
materials. Take the detection of underground pipelines as
an example, most of the underground pipelines are per-
meable materials (relative permeability > 1), so we chose
the representative permeable material nickel (relative perme-
ability = 99.47183638) and steel (relative permeability =
696.3028547) as the materials to be classified. The materials
of other clutter are mostly non-permeable materials (relative
permeability ≈ 1), so we chose the non-permeable material
aluminum as the materials to be classified.

In order to obtain the better classification results of the
target properties, we need to model the relationship between
the magnetic field response and the target parameters. There
are three models are discussed in this section: general model;
spheroidmodel and the approximate forwardmodel. The gen-
eral model is a model that is adaptable to objects of any shape.
The spheroid model is a model suitable for axi-symmetric
objects. In this paper, the spheroid is utilized as the main
research object to model the polarization tensor L (t) .The
approximate forward model is a model close to the real
measurement scene, it considers the orientation of the under-
ground buried object based on the spheroid model.

A. GENERAL MODEL
Assuming the conducting object is illuminated by a uni-
form primary field, when the primary field is terminated,
the eddy current will induced in the object. Finite conduc-
tivity of an object leads to current decay, the secondary field
BS (t) (Fig. 2) produced by decaying current is dipolar:

BS (t) =
µ0

4πr3
Em (t) ·

(
3r̂ r̂ − I

)
(1)

where µ0 is the vacuum permeability, Em (t) is the induced
dipole moment at the center of the object at time t, r is
the distance from the observation point to the center of the
object, and r̂ is the unit vector from the center of the object
to observation point, I is the identity dyadic [21].
The induced dipole moment is generated by the primary

field and its value is linearly related to the primary field:

Em (t) =
2π
µ0

BPLB (t) (2)
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FIGURE 2. Object generates a secondary field BS (
t
)
. Transmitter is the

transmitting magnetic field coil. Receiver is the coil that accepts a
secondary magnetic field response.

LB (t) is the time decay response of the object [34], and BP is
the primary field. For convenience, we write the relationship
between the induced dipole moment and the primary field as:

Em (t) = M · BP (3)

The secondary field strength induced by object is as same
as the magnetic field strength of the magnetic dipole that
located at the object center. For an object of any shape,
the secondary response is the sum of the responses of the three
orthogonal dipoles [34]:

Em = Em1 + Em2 + Em3 = M · BP (4)

The strength of the three induced dipole are proportional
to the product of the primary field along each of three prin-
cipal axes and the polarizability. M is further expressed
as [34], [35]:

M =

 L1 (t) 0 0
0 L2 (t) 0
0 0 L3 (t)

 (5)

The primary field has three orthogonal directions, and the
three polarization tensor L∗ (t) represent the response of the
orthogonal axis of the object in parallel with the direction
of the primary field, which contains all the information of
the object decaying with time, and depends on the material,
shape, and size of the object. Polarization tensor play an
important role in object classification.

The above is a brief introduction to the general model. The
general model is suitable for an object of any shape [34], but
in reality most of the target objects we want to distinguish
are axi-symmetric objects, such as ellipsoids, cylinders, etc.
We can model the axi-symmetric objects based on the general
model.

B. SPHEROID MODEL
The response of the metal target in any direction is a linear
combination of the responses of each orthogonal axe. If the
radius of the three orthogonal axes of the general object are
different from each other, the responses in the three directions
are different. Therefore, it is necessary to form the general

FIGURE 3. Induced dipoles in different orthogonal axes of axi-symmetric
objects.

model with three induced dipole moments; for the regular
axi-symmetric object, only the transverse radius and the axis
radius is different, so it can be represented in the form of two
induced dipoles, as shown in Fig.3:

Em = Em1 + Em2 = M · BP (6)

The induced dipole Em1 is parallel to the major axis of the
axi-symmetric object, and Em2 is perpendicular to the major
axis of the axi-symmetric object. The strength of the two
induced dipoles are proportional to the product of the primary
field along the dipole direction and the polarizability [34].
Further, we write the magnetic polarization matrix of the
axi-symmetric object in the form of the magnetic polarization
tensor:

M =

 L2 (t) 0 0
0 L2 (t) 0
0 0 L1 (t)

 (7)

The magnetic polarization tensor reflects the time decay
response of the object, and dipoles in different directions
decay independently of each other. For general consideration,
we use the spheroid model as the main basis for building
the forward model, and magnetic polarization tensor as the
parameters related to a target material, shape and so on.
Therefore, a more accurate parametric estimation to the mag-
netic polarization tensor is very important to establishment of
the model.

The permeable object of arbitrary shape and size is excited
by the main field to generate induced magnetic field, and the
decay of induced magnetic field over time is determined by
the superposition of the exponents (Kaufman, 1994). Further-
more, the time-domain impulse response of an axi-symmetric
object can also be described as the infinity and superposition
of the exponents [34].

L1 (t) = m1 (0) δ (t)+
∂

∂t

∑
k

u (t)m1k exp (−ω1k t)

L2 (t) = m2 (0) δ (t)+
∂

∂t

∑
k

u (t)m2k exp (−ω2k t) (8)

The polarization tensor L1 reflects the decay information
parallel to the major axis of the axi-symmetric object, and L2
reflects the decay information perpendicular to the major axis
of the axi-symmetric object. We can utilize the above formula
to parameterize L∗ (t), but the parameterization process may
be too complicated due to too many parameters. So we should
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try to use a functional form that can be defined by a minimum
number of parameters and can reflect all the features of the
object decay responds over time:

f (t) = k
(
1+

t1/2

α1/2

)−β
e−t/γ (9)

As shown in (9), the decay response of object is described
as three stages: early time stage, intermediate time stage and
late time stage [34], [36]. At the early time stage, the time
derivative of the permeable sphere’s response to the step
function excitation decays as t−1/2 [36], and the parameter
α describes the transition time from early decay to inter-
mediate exponential decay. The linear decrease in response
observed during the intermediate time stage is related to
t−β/2. The exponential decay characterizing the late time
stage is related to the parameter γ . Parameter K corresponds
to the difference between high frequency and low frequency
limit responses [20]. A detailed description of the parameters
is given in [20], [36].

A majority of the objects can be approximated as
spheroids, and the axial and transverse responses of the
spheroid can be approximated as spheres response [37].
Therefore, the magnetic polarization model of the spheroid
object in different directions can be expressed as [38]:

Ln (t)=
2a2b

9Rn3
µr+2
µr

[
1

1−An
+

µr−1
1+An (µr−1)

]
L (t,Rn)

R1 = b R2 = a (10)

where µ0 is the vacuum permeability. R1 and R2 correspond
to the polar radius b of the spheroid axis and the equatorial
radius a of the spheroid transverse respectively. L (t,Rn) is
the decay response when the sphere radius is R1 or R2. Since
the ratio ρ = a/b of the spheroid is unfixed, the demagne-
tization factor An on the different axes will also change. The
description of An is given in [37].

The decay curve model of the spheroid polarizability and
the detailed description of the parameters are introduced.
According to the above background, we can write the approx-
imate expression of the secondary field response of the
axi-symmetric target, but in reality, due to the orientation of
the spheroid is uncertain, so we need to further improve the
spheroid model to make it more close to the reality, and then
make a more accurate simulation. Next we will introduce the
approximate forward model.

C. THE APPROXIMATE FORWARD MODEL
In a real measurement scene, the coordinate system of the
transmitter that generated the primary field is generally not
the same as that of the target (Fig.4), so in general, the target
response in the target coordinate system can be obtained by
coordinate transformation:

M = UM UT (11)

where M is the magnetic polarizability tensor matrix of the
target, U is the transformation matrix between the observa-
tion coordinate system and the metal target coordinate system

FIGURE 4. The approximate forward model in a real measurement scene,
where x, y and z define the coordinate system of the primary field, x ′, y ′

and z ′ define the coordinate system of the target buried underground,
and the graph outlined by the dashed line is the target after the
coordinate transformation.

(Euler rotation tensor), which can convert the vector in the
observation coordinate system into vector in the target coordi-
nate system. The form is as shown in [34].ψ , θ , and φ are the
heading angle, pitching angle, and roll angle respectively, but
when the target is an axi-symmetric target, the change of the
heading angle does not affect the coordinate transformation.
For the convenience of calculation, we setψ = 0, at this time,
the Euler rotation tensor is:

U =

 sin θ 0 − sin θ
sin θ sinφ cosφ cos θ sinφ
sin θ cosφ − sinφ cos θ cosφ

 (12)

The forward model of the spheroid can be expressed as:

M = UM UT
= U ·

 L2(t) 0 0
0 L2(t) 0
0 0 L1(t)

 · UT (13)

Thus, the response of the spheroid in the real scene illu-
minated by the transmitter can be approximated as equa-
tion (13). In order to obtain the better classification result,
we need to know the important parameters of the target, such
as the relationship between model parameters and shape or
material, and then analyze the influence of different parame-
ters on the classification results. In the next section, we focus
on the analysis of the target properties affect on the model
parameters.

IV. SENSITIVITY ANALYSIS
The model parameters are related to the properties of the
target. It is necessary to profoundly understand about the
influence of the target properties on the model parameters.
First of all, although the model parameters can be classified
as classification features in intuitive, they have not been
verified by theory, thus the classification feasibility cannot
be predicted. Secondly, the influence of target properties on
several model parameters is not the same. It is necessary to
understand the relationship between model parameters and
target properties in order to improve the classification results.

We can analyze the relationship between model parame-
ters and target properties by sensitivity analysis. Sensitivity
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analysis, as a basic component of complex system analysis,
is basically concernedwith quantifying the effects of different
parameters on the model output. It assists us to identify
which parameters in the model are quite essential and which
parameters can be neglected, and to deeply comprehend the
relationship between input parameters and output variables.

The differential-based method in sensitivity analysis pri-
marily quantifies the significance of the input parameters to
the model output based on the differentiation of the input
variables from the output variables. Because of its high com-
putational efficiency, and as long as the function expression
between the output variable and the input parameter is given,
the sensitivity of the output variable in different input param-
eters can be effectively analyzed, so it is widely used in
sensitivity analysis.

The sensitivity analysis of the multi-variable model is
described in detail in [39]. The sensitivity analysis of
two-variable model is carried out in this paper. First-order
Taylor expansion is performed on the model function, and the
output variance V (y) is expressed as:

V (y) = V (x1)
(
∂f
∂x1

)2

+ V (x2)
(
∂f
∂x2

)2

+V (x1)V (x2)
(

∂2f
∂x1∂x2

)2

({E}) (14)

where ({E}) = (E1,E2) represents the mathematical expec-
tation of different input variables at their center point, V (x∗)
represents the variance of different input variables, and V (y)
can be further decomposed into sub-variance of different
dimensions:

V1 = V (x1)
(
∂f
∂x1

)2

, V2 = V (x2)
(
∂f
∂x2

)2

(15)

V12 = V (x1)V (x2)
(

∂2f
∂x1∂x2

)2

(16)

Vi represents the contribution of a single variable to output
uncertainty, and Vij represents the contribution of the inter-
actions between the variables to output uncertainty. In the
sensitivity analysis results, we need to use the measures of
sensitivity S∗ to quantify the importance of each variables
in determining the output uncertainty y. The measures of
sensitivity are defined as:

S1 =
V1
V (y)

, S2 =
V2
V (y)

, S12 =
V12
V (y)

(17)

V. CLASSIFICATION ALGORITHM AND METRICS
According to the current research status, the underground tar-
get classification algorithms can be roughly divided into three
categories: supervised classification algorithm [40], [41],
unsupervised classification algorithm and semi-supervised
algorithm [42]. Typical algorithms in the supervised clas-
sification algorithm include neural network, support vec-
tor machine(SVM), boosting, naïve bayes algorithm and
decision tree, etc. The most common algorithm utilized
in unsupervised classification algorithm is cluster analysis.

FIGURE 5. Process of supervised learning to solve classification problems.

Typical algorithm of semi-supervised algorithm include deep
learning [43] and k-means.

In the problem of underground target classification in this
paper, we use the simulation data generated by the spheroid
model. The general process of supervising learning to solve
classification problems is shown in the figure 5 [41]. Taking
the example of target material classification, the first step
is data collection. The simulation data of various sizes and
materials are generated by spheroidmodel or the approximate
forward model, and the material is used as the sample label.
The second step is data preprocessing. The quality of data col-
lected in the actual scene is uneven. We need to filter the data
to find high-quality data. In this paper, we use the simulated
data generated by themodel as the classified data set. The data
quality is controllable, which eliminates the operation of this
step. In the third step, data training, we divide the available
data into training set and test set with non-coincident data,
and select different classifiers to learn the training sets. The
final step is model validation, and the model completed by
the training is utilized to predict the test set label, and the
performance of the classification algorithm is evaluated by
comparing with the real label of the test set.

At the beginning of the study, we used 12 commonly
used classification algorithms to classify object material and
shape. We selected the eight classifiers with the highest
classification accuracy as the classification algorithm stud-
ied in this paper. In order to find the best classifier in the
underground target detection, we further evaluated the eight
algorithms with classification accuracy, recall, precision and
confusion matrix. In the future work, the parameters of the
best classifier are further optimized to achieve a more accu-
rate classification result.

A. CLASSIFICATION ALGORITHM
There are numerous types of supervised classification algo-
rithms, which can be roughly divided into generative classi-
fiers and discriminative classifiers [44]. The central idea of
generative classifier is to obtain the joint probability P (x, y)
though the data, and then calculate the conditional probability
distribution P (Y |X) by Bays rules as the prediction model.
The typical generation model is Quadratic discriminant anal-
ysis (QDA). The central idea of discriminant classification
is to directly learn the decision function through data as
the prediction model, such as decision tree (DT), support
vector machines (SVM), Gaussian process (GP), neural net-
works (NN) and ensemble learning. SVM is a classifica-
tion algorithm based on the kernel method. In this paper,
the support vector machine with the linear kernel (SVM-LK)
and the polynomial kernel (SVM-PK) are realized. Ensemble
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learning is a series of classification algorithms that integrate
the prediction results of multiple classifiers. In this paper,
the random forest (RF) algorithm and the adaboost algorithm
are implemented.

Taking the classification of the target shape with
known orientation as an example, and given a data set
D = {(x1, y1) , (x2, y2) , · · · , (xm, ym)}, the sample xi =
{k1, α1, β1, k2, α2, β2,} is a vector described by six attributes.
k1, α1, β1 are the parameter of polarization tensor L2 (t) par-
allel to the major axis of the axi-symmetric target. k2, α2, β2
are the parameter of polarization tensor L1 (t) perpendic-
ular to the major axis of the axi-symmetric target. C =
{y1, y2, · · · , yn} indicates the collection of the sample labels,
and yi indicates the class of target shape to which the ith
sample belongs, we divided the target shape into two labels
yi = {−1,+1}.

1) QUADRATIC DISCRIMINANT ANALYSIS
One of discriminant analysis is linear discriminant analysis
(LDA), which calculates the posterior probability function
of each class on the basis of Bayes’ theorem, and monotone
function is superimposed on the function to generate a linear
decision surface.

The algorithm flow of LDA is introduced in [45]. In this
paper, we utilized the QDA algorithm to classify the simu-
lation data. The distinction between LDA and QDA is the
different covariance matrix. The former assumes that the
covariance matrices of each class are the same, and the lat-
ter assumes that the covariance matrices of the classes are
different from each other. The decision function of QDA is
expressed as:

δk=−
1
2
(x−µk)T

−1∑
(x−µk)−

1
2
log

∣∣∣∣∣∑
k

∣∣∣∣∣+logπk (18)

whereµk is the mean value of sample in different classes, and∑
k is the covariance matrix.

2) GAUSSIAN PROCESS
The Gaussian process (GP) is a stochastic process, in which
the joint probability density of a series of continuous domain
random variables is a gaussian distribution. The flow and
details of the algorithm are introduced in [46]. The kernel
of the Gaussian process is a crucial part of determining the
shape of priori and posterior of the Gaussian process, mainly
used to compute the covariance between datapoints. In this
paper, we use the radial-basis function (RBF) kernel as the
covariance function of the Gaussian process, which can be
defined as:

k
(
xi, xj

)
= exp

(
−
1
2
d
(
xi/l, xj/l

)2) (19)

l is a length-scale parameter with a value greater than 0,
which is utilize it to parameterize the covariance function.
In this paper, l is taken as 1.

TABLE 1. kernel functions.

3) SUPPORT VECTOR MACHINES
Support Vector Machine algorithm is developed from choos-
ing the best hyperplane in linear classification. In this
paper the training data in sample space is nonlinear
separable [22], [27].

We map the original sample space into the feature space
where training data are separated by the kernel function. Next,
we fit the best hyperplane. After mapping for original sample
space by kernel function, the decision function is as follows:

f (x) = sgn

(
m∑
i=1

ciyiK
(
xi, yj

)
+ d

)
(20)

where ci and d are the parameters of the best hyperplane,
K
(
xi, yj

)
is the inner product after 〈xi, yi〉 is mapped, and

function K is the inner product kernel function for feature
mapping.

The kernel functions and the corresponding decision func-
tions used in this paper are shown in the following table:

The linear kernel is the simplest kernel function. It is given
by the inner product 〈xi, yi〉 plus an optional constant C.
The polynomial kernel represents the similarity of vectors
(training samples) in a feature space over polynomials of the
original variables. γ is the scaling parameter. d is the degree
of the polynomial. In this paper, C = 1, γ = 1/6, d is taken
as 3.

4) DECISION TREE
The decision tree model is a tree-like model that classifies
samples based on features. The chief steps of classification
are tree construction and tree pruning.

In the tree construction, attribute selection is the critical
step, which can help us select the attributes used in the clas-
sify problem to achieve a good result. The CART algorithm
is implemented in this paper, which constructs decision trees
by Gini index.

The Gini index is a attribute selection metric used to
describe the purity of the data set. The definition of Gini index
is shown in [47], [48]. The construction of decision tree is to
repeatedly find the node with the smallest Gini index and split
the training data set until the termination condition is met.

The purpose of tree pruning is to avoid over-fitting prob-
lems. Tree pruning is divided into pre-pruning and post-
pruning. The pre-pruning method used in this paper is to set
the maximum depth of the sub-tree. we set max _depth =
5. The post-pruning method generates a sub-tree sequence
by calculating the loss function of the sub-trees, and then
the optimal sub-trees are selected as the final decision tree
through cross-validation.
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5) RANDOM FOREST
Random forest (RF) belongs to ensemble learning. It utilizes
the decision tree as the base estimator, and it combines the
prediction results of each base estimator to improve the per-
formance of random forest. The sample of the construction
decision tree is obtained from a sample drawn with replace-
ment from the training set. In attribute selection, we chose
the best attribute among the random subset of attributes for
split training set. The prediction result of the random forest
is obtained by averaging the prediction probabilities of each
estimator [49].

When the random forests is used in classification, there
are three parameters that need to be adjusted: Ne, maxf , and
maxd .Ne represents the number of decision trees in the forest.
In this paper, Ne = 10; maxf is the size of the random subset
of attributes when the node is split. In this paper, maxf =
3; maxd is the maximum depth when the decision tree is
generated, and we set maxd = 5.

6) ADABOOST
Adaboost is an iteration algorithm. The main idea of
Adaboost is to train various weak learners for the same
training set and boost these weak learners to a strong one.
In the process of iteratively boosting in the weak learner,
the weights of data which were incorrectly predicted by the
weak learner at the previous boosting iteration are increased,
and the weights are decreased for those that were predicted
correctly. Finally, the combination of the weak learners is
used as a strong one. The weak learners with the small
classification error rate are given a large weight, and the weak
learners with the large classification error rate are given a
small weight [50]. The implementation details are as follows:

a): Assume that the weights of training data set are uni-
formly distributed. The basic classifierG1(x) is learned
from the training data.

b): AdaBoost is learned the basic classifier repeatedly, and
performed the following operations in sequence in each
learning round, where m represents the learning round:

Learn the basic classifierGm(x). Using the data setDm with
the current weighted distribution.

Calculate the classification error rate em of the basic clas-
sifier Gm(x) on the training data set Dm.
Calculate the coefficient αm of the basic classifier Gm(x).

αm indicates the importance of Gm(x) in the final classifier.
The smaller the classification error rate, the greater the role
of the basic classifier in the final classifier.

Update the weight distribution of the training data to pre-
pare for the next round.

Increase the weight of the misclassified samples by the
basic classifier Gm(x), and reduce the weight of the correctly
classified sample. So that the misclassified sample plays a
greater role in the next round of learning.

c): We constructed the combination f (x) of the weak
learners to implement weighted majority voting of the
M weak learners.

f (x) =
M∑
m=1

αmGm (x) (21)

The parameter αm represents the importance of the weak
learners, and the number of weak learnersM = 50.

7) NEURAL NETWORKS
The neural network (NN) is a mathematical model or compu-
tational model that mimics the structure and function of the
biological neural network [51]. The algorithm details of NN
are introduced in [52].

For the nonlinearly separable problems, it can be solved by
utilizing the multi-layer functional neurons. The multi-layer
perceptron(MLP) with one hidden layer was used in this
paper.

The input layer represents the input attributes, and it can
transmit the signal from the artificial neuron in input layer
to another artificial neuron in the hidden layer. The rectified
linear unit function is used as the activation function in this
paper, its form is f (x) = max (0, x).

The process from the hidden layer to the output layer can be
seen as a softmax regression. The stochastic optimizer have
been used to determine the weight of different layers, which
improves the prediction accuracy [53].

B. PERFORMANCE METRICS OF CLASSIFICATION
ALGORITHM
After introducing various classification algorithms, it is
essential to measure the performance of different algorithms.
The measurement criterion is called performance metric.
Generally, performance metrics reflect the task requirements,
and different evaluation results will be presented in the
same algorithm when judged by different performance met-
rics. There are five performance metrics are discussed in
this section: accuracy, error, confusion matrix, precision and
recall.

1) ACCURACY AND ERROR
Generally, the metric for evaluating classifier performance
of the classifiers is the accuracy, which is defined as the
proportion of the samples correctly classified by the classifier
in the test data set. The opposite concept is the error, which
is the proportion of the samples incorrectly classified by the
classifier in the test data set. For sample set D, they are
defined as:

Accuracy =
TP+ TN

TP+ TN + FP+ FN

Error =
FP+ FN

TP+ TN + FP+ FN
= 1− Accuracy (22)

Taking the binary classification problem as an example,
we can divide the sample into true positive, false positive,
true negative, false negative according to the true class and the
prediction class. TP,FP,TN , and FN indicate the number of
samples in the corresponding class, respectively.
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TABLE 2. confusion matrix of the binary classification problem.

2) OTHER PERFORMANCE METRICS
Accuracy and error are common performance metrics, but
they are unable to satisfied various task requirements. Taking
the classification problem in this paper as an instance, if we
are concerned about the ‘‘the proportion of the misclassified
samples in the samples classified as non-metallic class’’ or
‘‘the proportion of the correctly classified sample in the
sample which true class is metal’’, the error and accuracy
are unable to intuitively describe the problem. Therefore it
is essential to utilize additional performance metrics.

The confusionmatrix is a visualization tool frequently used
in supervised learning, which can represent the classification
performance of the classification model on every class [54].
The confusion matrix of the binary classification problem is
shown in table 2:

The precision P represents the proportion of the correctly
classified samples in the samples predicted as positive class,
which is defined as [55]:

P =
TP

TP+ FP
(23)

The recall R represents the proportion of the correctly clas-
sified samples in the samples of which real class is positive,
which is defined as [55]:

R =
TP

TP+ FN
(24)

VI. SIMULATION VERIFICATION
In order to verify the classification feasibility and analyze
the factors that may affect the classification results in the
classification process. Firstly, we implemented the spheroid
model and approximate forward model, and generate the
simulation data. Secondly, we have analyze the simulation
data. Lastly, the classification algorithm is implemented, and
the classification performance is analyzed.

A. SENSITIVITY ANALYSIS RESULTS
In this part, sensitivity analysis has been performed on the
spheroid model and the approximate forward model.

1) SPHEROID MODEL
In the spheroid model, the parameters are related to the
magnetic permeability which describe the target material, and
the radius which describe the shape of the target. However,
the influence of the target properties (material and shape)
on the parameters is currently undetermined. It is difficult to
evaluate the distinguishing ability of different model param-
eters on the classification of target properties. Therefore, it is

essential to utilize different tools to analyze and verify the
influence. We analyze the relationship between each parame-
ter and the target properties from two aspects: sensitivity anal-
ysis and distribution of simulation data. Taking the sensitivity
analysis of the parameter model α as an example, expression
of α is:

α =
a · σµrµ0R2

(µr + 2) (µr − 1)
(25)

In the formula, σ is the conductivity. µ0 is the vac-
uum permeability. We take them as the fixed value (σ =
37667620.91 ,µ0 = 1.2566370614∗10−6 ).µr is the relative
permeability and R is the radius of the sphere, we take them
as the variables in (25).

In the spheroid model, µr and R are independent variables.
Assuming that variables are uniformly distributed over the
specified range:

2 ≤ µr ≤ 100

0m ≤ R ≤ 2m (26)

Themathematical expectation(E) and variance(V ) of the vari-
ables are:

Eµr = 49, ER = 1

Vµr = 800.333, VR = 0.333 (27)

where Eµr and ER are the mathematical expectation of rela-
tive permeability µr and the sphere’s radius R, respectively.
Vµr is the variance of µr , and VR is the variance of R.

Plugging the value obtained in (27) and (9) into equa-
tions (14) (15) (16) and (17), the output uncertainty of the
model and the contribution of each variable to output uncer-
tainty can be obtained:

Vα = 3.201, Sµr = 0.147

SR = 0.658, SµrR = 0.195 (28)

where Vα is the output uncertainty of the parameter α model.
Sµr and SR are the importance of µr and R in determining the
output uncertainty, respectively. SµrR is the importance of the
interactions between the µr and R in determining the output
uncertainty.

Since SR is the biggest, variable R contributes greatly to
the uncertainty of model output. SR and SµrR are relatively
small, although the variable µr and the interactions between
the variables have an effect on determining the output uncer-
tainty, their influence is smaller than the that of radius. For
other parametric models, the procedures for performing sen-
sitivity analysis are similar to the previous example. Assum-
ing that the distribution range of the input variables remains
unchanged, the measures of sensitivity in other parameter
models(K , α, β) are shown in the following table:

For the parameter K and β, since SR is larger and SR
and SµrR are smaller, the variable R plays a decisive role in
determining the output uncertainty, besides, the contribution
of the interactions between the variables and the variable µr
to the output uncertainty are negligible.
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FIGURE 6. The distribution of different parameters for various size and material spheres. Plot (a) illustrates the distribution of parameter K . Plot
(b) illustrates the distribution of parameter α. Plot (c) illustrates the distribution of parameter β. (a) parameter K . (b) parameter α. (c) parameter β.

TABLE 3. The measures of sensitivity in other parameter models.

For all parameter, the influence of variable R on determin-
ing the output uncertainty is generally greater than that of
µr . R is a variable directly related to the target shape, µr
is a variable which can represent the class of target material
to a large extent. Thus in the classification of objects, it is
speculated that the classification performance of shape-based
labeling is better than the material-based labeling according
to the sensitive analysis.

Next, we verify the results by visually analyzing the sim-
ulation data. By utilizing the spheroid model to generate the
simulation data of various materials and shapes, and mapping
the distribution of the data at different parameters, a more
intuitive relationship between the parameters and the prop-
erties of the target can be exhibited.

The simulation data is generated by the spheroid model,
in which the equatorial radius a and the polar radius b are in
the range of 0.6-1.4 and the step is 0.2. The target materials
are divided into three classes: nickel, aluminum and steel.
Steel and nickel are permeable materials, and the aluminum
is non-permeable material. We collect the simulation data on
the transverse axis and the axial axis, and the distribution of
simulation data with different parameters is shown in Fig. 6.
As can be seen from Fig. 6(a), the data points of the

permeable spheroids and the non-permeable spheroids are
concentrated in different regions. After determining the mate-
rial, the spheroids with different sizes can also be separated
according to the data points. However, when the K is in the
range of 0-15, the data points of the spheroids with different
materials and shapes overlap each other. Thus, the simula-
tion data distribution of the parameter K can distinguish the
material permeability in a specific range, but the distinguish-
ing ability among the permeable materials is weak. In the

distinction of target shape, after the target material is deter-
mined, the shape can be roughly distinguished, but the dis-
tance of data points in distribution map is relatively close.

It can be seen from Fig. 6(b) that the distribution region of
the data points of permeable spheroids and the non-permeable
spheroids are far apart, and the data points of permeable
spheroids overlap where α is in the range between 0 and
0.3. The data points of spheres with different shapes are
clearly separated. Thus, the distribution of the parameter α
can relatively clearly distinguish the target material, even for
the permeable materials, the distinguishing ability is stronger
than that of parameter K . The shape can be distinguished
without prior knowledge of the material.

As can be seen from Fig. 6(c), the data points of spheroids
with different materials are basically overlapping, and the
data points of spheres with different shapes are clearly sep-
arated. Thus, it is found that the material cannot be distin-
guished by the single parameter β, but the shape can be
distinguished clearly.

Based on the distribution of the Fig. 6 and the previous
description, it can be concluded that we are unable to clas-
sify materials accurately with three parameters. Even for the
parameter α – which has preferable performance compared
with other parameters in the material classification, the data
distribution is still overlapped in distinguishing the permeable
material, which is more likely to be misclassified in the clas-
sification. In the distinguishing of the shape, the stimulation
data have a clear separation in the distribution of the parame-
ters α and β. Thus, from the perspective of data distribution,
the classification performance on the shape is superior than
the case on the material in the same data set.

2) THE APPROXIMATE FORWARD MODEL
The properties of the target can be classified according to
the model parameters of the spheroid model. However, in a
real measurement scene, the target orientation is uncertain.
In order to simulate the real measurement scene, the approx-
imate forward model has been introduced in section 2. The
main idea is to join the influence of orientation parameters
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on the basis of the spheroid model. Thus, if we want to clas-
sify objects utilizing parameters in the approximate forward
model, consideration about the effect of the orientation on the
model output uncertainty is essential. We quantify the effect
by sensitivity analysis. If the influence of the orientation on
the output is greater than the target’s property parameters (e.g.
equatorial radius, polar radius of spheroid), it can be inferred
that classifying objects with unknown orientation is not fea-
sible. Similarly, if the contribution of the orientation to the
output is negligible, it is meaningful to classify objects with
unknown orientation. Therefore, we analyze the approximate
forward model with the sensitivity analysis and parameter
distribution.

In the sensitivity analysis of the spheroid model, the contri-
bution of the relative permeability to the parameters(K , α, β)
is relatively small, and the radius plays a decisive role in
determining the parameters output uncertainty. Thus, in the
approximate forward model, we analyze the contribution of
orientation and radius to the parameters function.

The property variables of the target model that we are
interested in are the polar radius a and the equatorial radius
b. In the orientation variables, since the axi-symmetric target
was the main research target in the approximate forward
model, the change of the heading angle(ψ) does not affect the
coordinate transformation. So we mainly focus on the pitch-
ing angle(θ) and the roll angle(φ). The simplified approxi-
mate forward model is shown as:

M = U (θ, φ) ·M (µr , a, b, t) · U(θ, φ)T

M =

 L2 (µr , a, b, t) 0 0
0 L2 (µr , a, b, t) 0
0 0 L1 (µr , a, b, t)


(29)

whereU andUT are transformation matrixes; Ln is the polar-
ization tensor in different directions of the spheroid model.
Due to the fact that it is not required to analyze the contri-
bution of relative permeability to the model, and the major
target we detected is permeable object, we set µr = 1000.
The contribution of time parameter to the model is not our
research objective, so t = 0.08s [22].
In this paper, we focus on the classification of prolate

spheroid whose polar radius b is greater than equatorial radius
a. The radius (a, b) and the orientation(θ, φ) are independent
variables. Assuming the variables are uniformly distributed
over the specified range:

0m ≤ a ≤ 0.2m, 0.8m ≤ b ≤ 1m

0◦ ≤ θ ≤ 120◦, 0◦ ≤ φ ≤ 120◦ (30)

The mathematical expectation(E) and variance(V ) of the
variables are:

Ea = 0.1,Eb = 0.9, Eθ = 60,Eφ = 60,

Va = 0.0033, Vb = 0.0033, Vθ = 1200, Vφ = 1200

(31)

FIGURE 7. The contribution of the orientation variable to the model
output uncertainty with varying aspect ratios.

where Ea, Eb, Eθ and Eφ are the mathematical expectation of
equatorial radius a, polar radius b, pitching angle θ and roll
angle φ, respectively. V (a), V (b), V (θ) and V (φ) are the
variance of a, b, θ and φ.

The procedure of sensitivity analysis is the same as that of
spheroid model, the output uncertainty of the model and the
contribution of each variable to the output uncertainty can be
obtained. Since the calculation of the influence of interactions
between the variables onmodel output is complicated, and the
influence of the single orientation variables (θ , φ) can clearly
show the influence of the orientation variables on the model
output, we do not consider the contribution of interactions
between the variables to model output:

Vα = 0.1782, Sa = 0.4141, Sb = 0.0022,

Sθ = 0.068 , Sφ = 0.577 (32)

where Vα is the output uncertainty of the parameter α of
the approximate forward model. Sa, Sb, Sθ and Sφ are the
importance of radius variable a, radius variable b, orienta-
tion variable θ and orientation variable φ in determining the
output uncertainty.

The orientation variable θ and φ have has a greater contri-
bution on the model output uncertainty, so the results of clas-
sify targets with unknown orientation is inaccurate. In order
to verify the influence of orientation variables, we performed
sensitivity analysis on various size spheroids. The result is
shown in Fig. 7.

Fig. 7 exhibits the influence of orientation variables on
model output when the aspect ratio of the permeable target is
different. The ratio is b/a, S (θ, φ) is the sum of the first-order
indices of the roll angle and the pitching angle. θ and φ are
in the range between 0◦ and 120◦. The figure shows that
the first-order indices of the orientation variable has obvious
fluctuation when the aspect ratio between 1 to 2. When the
aspect ratio is 1.4, S (θ, φ) reaches the peak. Since then,
it shows a significance downward trend. For spheroid with
the b/a = 3, S (θ, φ) reaches the minimum. When the aspect
ratio is greater than 3, S (θ, φ) shows a slow raise trend.
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FIGURE 8. The parameter (K , α, β) of aluminum target with varying orientations (θ). (a) parameter α.

As shown in Fig. 7, the influence of the orientation in deter-
mining themodel output is usually large, so objects are unable
to be effectively classified when the orientation is unknown.
The orientation can be obtained by filter estimation [56]
and inversion method [57], [58]. In this paper, we will focus
on the objects classification with known orientation. Next,
we analyzed the simulation data visually to verify that
objects classification is not feasible when orientation is
unknown.

The simulation data is generated by the approximate for-
ward model. The polar radius b = 1.5m, equatorial radius
a = 0.6m, the material is aluminum, the rolling angle is in the
range from −90◦ to 90◦ and the step is 30◦. Parameter in the
approximate forward model are treated as functions of rolling
angle and the orthogonal axes, and the results are provided
in Fig. 8.

Figure 8 suggests that the K , α and β in the approximate
forward model may not be used to classify the target. In each
subgraph, the variation of the parameters is irregular, which
confirm that it is not feasible to classify objects with unknown
orientation.

B. INFLUENCE OF ORIENTATION ON CLASSIFICATION
RESULTS
In the previous section, we analyzed the effect of the orien-
tation on the approximate forward model output. Ultimately,
we find that objects classification with unknown orientation
is not feasible. In this section, we utilize the approximate
forward model to generate simulation data sets. The simu-
lation data sets are used as the training and test data of the
machine learning algorithms for objects classification, and
the classification results of the eight algorithms are compared
to further verify that objects classification with unknown
orientation is not feasible. The comparison of classification
results is shown in Fig. 9.
We generated the parameters of spheroids with various

size and material as simulation data sets. The orientation is a
random parameter. The equatorial radius a, polar radius b are
between 0.5m and 1m, and the target material is divided into
three classes: nickel, steel and aluminum. The target shape

FIGURE 9. The behavior of classification accuracy for various size and
material spheroids with different machine learning algorithms.

is divided into two classes according to aspect ratio: aspect
ratio>1, aspect ratio<1.

When classifying the target shapes, the classification accu-
racy of each classifier is generally low, basically less than
70%. Compared with other algorithms, the SVM with poly-
nomial kernel achieves the best accuracy of 0.741, which
fully testifies that the orientation influences the classification
performance seriously. When classifying the target materi-
als, half of the classifiers have low classification accuracy.
The accuracy score of the Gaussian process is the lowest,
even worse than random guess. However, the accuracy of
some classifiers reaches 90%, which is inconsistent with
the previous conclusions. For this situation, we initially
presume that there was an error in fitting the simulation
data. In order to accurately estimate the model parame-
ters, it is essential to obtain the upper and lower bounds
of the target parameters. However, it is unable to obtain
the exact bounds in current research, so we set the bounds
more broadly. This lead to the simulation data fitted by
fitting algorithm may not precise – the simulation parame-
ters infinitely approach the upper or lower bounds, thus the
classification accuracy is not consistent with the expected
situation.
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FIGURE 10. The classification process of the model-based method.

C. CLASSIFICATION RESULTS COMPARISON
The factors affecting the classification attributes (model
parameters) are analyzed and summarized previously, but
there are various other factors that affect the classification
performance in the classification process.

The classification process is shown in Fig. 10. First, sim-
ulation data and true model parameters (K , α, β) are gen-
erated by the spheroid model. Secondly, we add noise at
different SNR to the simulation data and obtain the fitted
model parameters (K̂ , α̂, β̂) by the fitting algorithm (Non-
linear least squares). Next, we use the fittedmodel parameters
as the classification attributes and classify the material and
shape of the target by eight algorithms. Finally, the classifi-
cation results are evaluated by accuracy, recall, precision and
confusion matrix.

Afterward, we analyze the impact on the classification
results from the perspective of the fitting algorithm and clas-
sification algorithm.

1) INFLUENCE OF FITTING ALGORITHM ON CLASSIFICATION
PERFORMANCE
In the real measurement scene, the secondary magnetic field
response detected by the receiver is usually interfered by the
geomagnetic field, which requires the anti-noise ability of
the classification algorithm. Thus, we add noise at different
SNR to the simulation data and obtain the model parame-
ters by fitting algorithm at first, and we compare the errors
between the true model parameters (K , α, β) and the fitted
model parameters (K̂ , α̂, β̂) to obtain the influence of noise
on the fitted parameters (K̂ , α̂, β̂). Afterwards, the model
parameters obtained from noise-added data sets as the classi-
fication attributes, and the shape and material are utilized as
classification labels. We analyze the influence of the fitting
algorithm on the classification performance by comparing
the performances of eight classification algorithms. Next,
the influence of noise on the fitted parameters and the influ-
ence of the fitting algorithm are analyzed from the perspec-
tive of classification label: material-based classification and
shape-based classification.

Specifically, in material-based classification and shape-
based classification, the simulation data are generated by the
spheroid model, the added noise is in the range between 0dB

TABLE 4. The errors of material-based classification.

TABLE 5. The errors of shape-based classification.

and 40dB. The fitting algorithm is non-linear least squares.
After the simulation data is fitted, the fitted model parameters
are obtained. The errors between the true model parame-
ters (K , α, β) and the fitted model parameters (K̂ , α̂, β̂) in
material-based classification are shown in table 4. The errors
between the true model parameters (K , α, β) and the fitted
model parameters (K̂ , α̂, β̂) in shape-based classification are
shown in table 5.
The target label is divided into three classes in

material-based classification: nickel, steel and aluminum.
It can be seen from the table 4 that the average error and the
error of three materials (nickel, steel and aluminum) decrease
with the SNR increases. It indicates that the added noise
has a greater impact on the accuracy of the fitted model
parameters. In other words, the smaller the SNR is the worse
the performance of the fitting algorithm. However, when the
SNR is 30dB or 40dB, the error of nickel and steel is less
than 30%, but the error of aluminum is more than 79%.
It indicates that when the SNR is large, the non-linear least
squares algorithm can accurately fit the model parameters
of permeable materials (nickel and steel), but it is unable
to accurately fit the model parameters of non-permeable
materials (aluminum).

As shown in Table 5, the target label is divided into two
classes in shape-based classification: a>b, a<b. The former
represents an oblate spheroid and the latter represents a pro-
late spheroid. a is equatorial radius, b is polar radius. As same
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FIGURE 11. Relating the SNR of added-noise with the classification metric (accuracy).

as table 4, that the average error and the error of two shapes
(a>b and a<b) decrease with the SNR increase. It indicates
that the added noise has a greater impact on the accuracy of
the fitted model parameters. When the SNR is 10dB, the error
of two shapes(a>b and a<b) is approximately 120%. When
the SNR is 40dB, the error of two shapes is about 30%.

After the simulation data and model are fitted, the clas-
sification performances of various classification algorithms
is measured by accuracy. The influence of the fitting algo-
rithm is analyzed from the perspective of classification
label: material-based classification and shape-based classi-
fication.The accuracy of eight classifiers in material-based
classification is shown in Fig.11(a). The accuracy of
eight classifiers in shape-based classification is shown
in Fig.11(b).

Fig.11 exhibits that all classifiers achieve a high classifica-
tion accuracy when noise-less simulation data is used as the
classification data. However, as the SNR decrease, the classi-
fication accuracy of the classifier is getting worse. It reflects
that the anti-noise ability of the classification algorithm still
demands to be strengthened. Combining the results of Fig.11,
table 4 and table 5, we found that the performance of the
fitting algorithm is relatively poor, the parameter is fitted
more accurate only when the SNR is high. Thus, in order to
improve the classification accuracy, it is essential to improve
the fitting results of the fitting algorithm at low SNR in future
research.

By comparing Fig. 11(a) and Fig. 11(b), it is obvious
that when the data set at the same SNR, the classification
performance of shape-based classification is better than the
material-based classification. In the meantime, this also con-
firms the results that we have obtained in the sensitivity
analysis of the spheroid model. Overall, the classification
accuracy are sensitive to the noise level, which provides a
follow-up research perspective for improving classification
accuracy.

2) INFLUENCE OF DIFFERENT CLASSIFIERS ON
CLASSIFICATION PERFORMANCE
In this section, the performance of the proposed method
was evaluated in term of accuracy, recall, precision and con-
fusion matrix which are related to the sample distribution.
In addition, the obtained results were evaluated and compared
with different machine learning such as SVM, NN, and DT,
etc.

To further improve the accuracy of undergroundmetal clas-
sification, we want to select the classifier that is most suitable
for underground metal classification problems by comparing
the performance of different classifiers, and further enhance
its classification ability in future work.

Generally, in the performance evaluation of the precision
and recall, the classification algorithm is considered to be
effective only when the values of both are high and the gap
between them is small. However, the recall and the precision
are a pair of contradictory metrics, which implies that it is
difficult to achieve the above evaluation criteria. Therefore,
in different fields of application, we will pay close attention
to one of the metrics according to actual demands. In the
detection of underground targets, the recall is the more crit-
ical metric. Especially in the material-based classification,
if metal targets (unexploded ordnance and landmine) are not
predicted in the classification, they may not only damage
human’s life but also be destructive to property, environment
and resources,etc.

We still utilize the target material and shape as the clas-
sification label. In order to simulate the reality, we choose
the data set with SNR is 30dB as the data set to be fitted,
and the fitted data are utilized as the training data for the
classification algorithm. Afterward, the classification perfor-
mances of different classification labels are analyzed based
on the same classification metrics. Above all, we evaluated
the classification performances of the classifiers by accu-
racy, recall and precision. We used the hold-out method to
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TABLE 6. precision and recall of material-based classification.

FIGURE 12. The results of material-based classification by accuracy.

evaluating the classifiers performance. The hold-out method
divides the dataset into two mutually exclusive sets, one as a
training set and the other as a test set. 2973 data are included
in the dataset. We use 4/5 of the dataset as a training data,
the remaining 1/5 as a test data. The results of material-based
classification are shown in Table 6 and Fig. 12:

Table 6 indicates the precision of aluminum is higher than
the recall and the gap between the two is small. The recall of
steel is higher than the precision, but the gap is bigger than the
gap between the precision and recall of aluminum. The preci-
sion of nickel is higher than the recall, but the performance of
the both is poor. This implies the classification performance
of nickel is worse than the other twomaterials. Fig.12 exhibits
that the accuracy of the classifiers is concentrated between
68%-80%, the accuracy of neural network classifier is the
highest among the eight classifiers.

In the classification results of aluminum, the QDA algo-
rithm exhibited the highest precision but the lowest recall.
It is indicated that although a large percentage of the sam-
ples predicted by the classifier are correct, only 68% of the
aluminum-label samples in the real data set are identified,
the remaining aluminum-label samples were misjudged as
other materials. Other algorithms have also displayed the
similar problems. Thus, it is essential to further improve the
recall in the future research. It is worth mentioning that neural
networks and adaboost have a higher precision while ensur-
ing smaller gaps between the precision and the recall than
other classifiers. Therefore, in the classification of aluminum

FIGURE 13. The results of shape-based classification by accuracy.

materials, the classification performance of neural network
and adaboost is better than other algorithms.

In the classification results of steel, the SVM with linear
kernel algorithm exhibited a higher recall but lower precision.
It is indicated that 93% of the steel-label samples in the
real data set are predicted correctly, but only 60% of the
sample labels predicted to be steel are correct. Although other
algorithms have similar flaws, the neural network have a
high recall while ensuring a relatively small gap between the
precision and recall. Therefore, in the classification of steel,
the classification performance of neural network is better
than other algorithms. Although we are more emphasize the
recall than the precision, the low precision will result in
excessive consumption of manpower and resources(mining
underground targets). Therefore, it is necessary to increase
the precision moderately while ensuring that the recall is not
reduced.

In the classification results of nickel, the adaboost algo-
rithm exhibited a higher precision but lower recall, other
algorithms also present a trend like this. However, the recall
and precision are low compared with other materials, thus
the classification performance is poor. It is worth mentioning
that in the neural network, the gap between the recall and the
precision is the smallest. Therefore, in the classification of
nickel, the classification performance of neural network is
better than other algorithms.

In the accuracy assessment of various classifiers, the neural
network displays the highest accuracy. From the Table 6,
we can observe that the recall and precision of the neural
network are not the highest in each material classification,
but the gap between the two is the smallest frequently. Thus,
increasing both the precision and recall while minimizing
the gap between the two is the direction to improve the
classification accuracy of other classifiers.

With the same simulation data, the shape-based classifi-
cation is analyzed, and the results are shown in Table 7 and
Fig.13.

As shown in Fig.13, the accuracy of the classifiers is
concentrated between 68%-90%. The neural network dis-
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FIGURE 14. The results of material-based classification by confusion matrix.

FIGURE 15. Time complexity analysis of classification.

TABLE 7. precision and recall of shape-based classification.

plays the highest classification accuracy among the eight
classifiers. As shown in Table 7, regardless of the class of
shape, the gap between the precision and the recall of most
classifiers is relatively small. The classification accuracy of
majority classifiers is higher than that of material-based clas-
sification, which verified the result in the sensitivity analysis

of the spheroid model. SVM-LK has the problem of a rela-
tively large gap between the recall and the precision in each
shape classification, decision tree and random forest have the
problem of lower values of both, which are the reasons for the
poor accuracy of these three classifiers.

The above analysis of the classification algorithm by the
accuracy, precision and recall mainly indicates the predic-
tive capability of the algorithm in different classes. For
shape-based classification, the classification performances
are more excellent, and the labels are divided into two
classes. Through the accuracy recall and precision, we have
a thorough comprehension to the performance to various
algorithms. But for material-based classification, since the
labels are divided into three classes, there is no intuitive
display of the class predicted by the classifier for the mis-
classified samples. Afterward, we evaluated the classification
performances of material-based classification by confusion
matrix.
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Remarkably, the confusion matrix we implemented is a
metric that improves on the basis of the classical confusion
matrix. In the classical confusion matrix, the column labels
represent the predicted labels, the row labels represent the
true labels, and the diagonal elements represent the number of
samples for which the predicted label is equal to the true label,
which is not intuitive enough when the number of samples in
each class imbalance. We call class imbalance when the num-
ber of samples in different classes is different. The elements
of confusion matrix we implemented are normalized. For
example, the elements on the diagonal represent the ratio of
the samples predicted correctly to its true class. The situation
of misclassification in each class is visually displayed. The
diagonal value of confusion matrix is higher the performance
is better, which indicates fewer incorrect predictions. The
results of material-based classification are shown in Fig.14:

Among the eight classifiers, the classification performance
of nickel is relatively poor. SVM with linear kernel, decision
tree, random forest, adaboost, and QDA algorithm misclas-
sify nearly half or even a larger proportion of nickel target as
steel target. Even the best classifier, the neural network, mis-
classified 33% of the nickel target as steel. The classification
performance of steel is relatively positive. The SVMwith lin-
ear kernel, decision tree andQDAalgorithm can achievemore
than 90% classification accuracy for steel. Although other
algorithmsmaymisclassify the steel as nickel, themisclassify
ratio is much smaller than that of nickel. The classification
performance of aluminum is better. Most classifiers have a
powerful ability to distinguish non-permeable materials from
permeable materials, but QDA and SVM with linear kernel
algorithms still misclassify a portion of aluminum into steel.

As shown in Fig.15,We performed the time complexity
analysis for material-based classification and shape-based
classification. We selected the four classifiers with the high-
est classification accuracy for time complexity analysis.
We changed the size of the dataset to observe the execution
time of different classifiers. All datasets of different size were
randomly divided from the dataset. Due to the gap of each
classifier’s execution time is large, we chose the logarithmic
axis to show the results.

In the time complexity analysis of material-based clas-
sification (Fig.15(a)), the execution time of each classifier
increase with the size of dataset. It is worth noting that the
execution time of SVM-PK is greatly affected by the size of
datasets. In other words, when the data set is large, the execu-
tion time of SVM-PK is relatively long. However, when the
data set is larger, the execution time of other three classifiers
are less (within 4 seconds), and the classification accuracy of
NN is the highest.

In the time complexity analysis of shape-based classifi-
cation (Fig.15(b)), except for QDA, the execution time of
each classifier increases with the size of dataset. Although
the execution time of QDA is not sensitive to size of dataset,
its classification accuracy is the lowest among the four
classifiers. With the increase of dataset size, the execution
time of SVM-PK and GP increases rapidly. As NN has the

highest classification accuracy, the processing time of NN is
within 3 seconds even when the size of dataset is large.

According to the evaluation results by common classifica-
tionmetrics (accuracy, recall, precision and confusionmatrix)
and time complexity, we can know that the performance
of the neural network is the best in material-based classifi-
cation and shape-based classification. For most classifiers,
the result of shape-based classification is better than that
of material-based classification. In future research, we need
to optimize the parameters of the neural network algorithm
to improve its performance on material-based classification,
especially for nickel material classification.

VII. CONCLUSION AND FUTURE WORK
In this paper, we analyzed the factors that may affect the
classification results in the classification process by per-
formed sensitivity analysis on the model (spheroid model
and the approximate forward model), analyzed the fitting
algorithm and compared the classification results of eight
classification algorithm. According to the sensitivity analysis
of the spheroid model, the influence of the shape variable
(radius R) on determining the output uncertainty was gener-
ally greater than that of the material variable (µr ). The sen-
sitivity analysis of the approximate forward model revealed
that it is not feasible to classify objects when the orientation is
unknown. To evaluating the influence of the fitting algorithm,
we utilized the model parameters fitted from noise-added
data sets as the classification attributes and compared the
accuracy of eight classification algorithms in material-based
classification and shape-based classification. We found that
the results of the fitting algorithm are very sensitive to the
noise level. By compared the classification performances of
the eight classification algorithms in material-based classifi-
cation and shape-based classification, it indicated that the per-
formance of the neural network algorithm is better than other
algorithms. When the data set at 30dB SNR is the training
dataset, an accuracy of 89.2% was reported by using the NN
algorithm in shape-based classification, an accuracy of 78.7%
was reported by using the NN algorithm in material-based
classification.

In the future work, first, we should get the target ori-
entations before target classification. Second, it is neces-
sary to improve the fitting algorithm performance so that
it can still accurately fit model parameters in a noisy envi-
ronment. Finally, we will improve classification algorithm
performance on material-based classification. In particular,
the parameters of the neural network algorithm should be
optimized to improve its ability to distinguish permeable
materials.
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