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ABSTRACT Shape matching has been extensively used in various fields. The local feature-based or global
feature-based algorithms can hardly describe the shape comprehensively due to their inherent defects.
Combining the local and global feature to describe the shape has become a trend. In this paper, an improved
discrete curve evolution algorithm is proposed which combines the discrete curve evolution with the uniform
sampling and achieves a better description of the shape contour. Three simple and intuitive multi-scale
features which represent both the global and local features of shapes are designed from aspects of the spatial
relationship of contour points, structural information of contour sequence, and shape geometry feature. A
cyclic Smith-Waterman algorithm is introduced to solve local contour matching and starting point selection.
Experimental results demonstrate that our proposed features are translation, rotation, and scaling invariant,
and have good robustness to deformation. Retrieval accuracies of Kimia99, Kimai216, and MPEG-7 indicate
that our method can bring out a better performance.

INDEX TERMS Shape matching, improved discrete curve evolution, multi-scale invariant features, cyclic

Smith-Waterman algorithm.

I. INTRODUCTION
As an important issue in image processing, shape matching
has achieved fruitful achievements in various fields, such as
target recognition [1], image retrieval [2], [3], and biometric
recognition [4], [5]. Shape matching is to measure the similar-
ity between shapes by calculating the similarity between fea-
tures according to certain criteria. In practice, image is often
interfered by deformation, scaling, and occlusion resulting in
the reduction of intra-class similarity, and even influencing
the retrieval accuracy. Therefore, how to construct stable
feature descriptors becomes a key part of shape matching.
Research on shape matching has been extensively stud-
ied by many scholars. The global feature-based algorithms
usually analyze the spatial distribution of image pixels or
feature points from a global perspective to construct feature
descriptors, and achieve shape matching through the simi-
larity between features, such as shape context (SC) [6], [7],
Fourier transform [3], curvature scale space (CSS) [8], feature
invariants [9], [10], geometric hash value [11], mapping by
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tone (MTM) [12], etc. The global features have the property
of being insensitive to noise, but the matching performance
on deformation and occlusion is not good due to the missing
of local details.

The local feature-based algorithms usually focus on a
local region of the shape and construct feature descriptors
by analyzing characteristics of the local region, such as
scale-invariant feature transform (SIFT) [13], histograms of
oriented gradient (HOG) [14], integral invariants [15], multi-
resolution polygon [16], multi-scale concave-convex repre-
sentation [17], etc. The local feature-based algorithms can
deal with occlusion and deformation, but they are susceptible
to noise. Also, the matching accuracy is degraded because of
the lack of global shape information.

Recently, combining global and local features has become
a tendency [2], [18]-[21]. It can ensure that feature descrip-
tors could retain the global information of the shape while
preserving local details. Using the combined features can
characterize the shape more comprehensive, improve the
robustness to the noise, and deal with deformation and occlu-
sion effectively.
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In this paper, we proposed a shape matching algo-
rithm based on multi-scale invariant features of the contour
sequence. Based on the analysis of discrete curve evolution
(DCE), an improved DCE (IDCE) algorithm which effec-
tively combines DCE with uniform sampling is introduced.
By analyzing the contour sequence, it is characterized by
three different features: the spatial relationship of contour
points which is represented by the contour angle of adjacent
contour points, structural information of contour sequence
which can be described by the local binary pattern based
on contour points (CP-LBP) and shape geometry feature
by Zernike moment of neighborhood regions. To solve the
problem of starting point selection of matching sequences,
a cyclic Smith-Waterman (CSW) algorithm is proposed.
Experimental results indicated that our proposed method can
achieve better performance.

The organization of this paper is as follows: Section II
introduces related work on shape matching. Section III gives
the detailed IDCE algorithm. The proposed multi-scale fea-
tures and CSW are explained in section IV and section V
separately. Experimental results are discussed in section VI,
and conclusions are given in section VII.

Il. RELATED WORK

Global feature-based algorithms analyze the spatial distribu-
tion of image pixels or feature points in the shape region
from a global perspective to construct feature descriptors.
Hu moment [9] and Zernike moment [10] have been widely
used in shape matching. Belongie et al. [6] proposed SC
which contains abundant shape information and reflects the
distribution of contour sampling points. Ling and Jacobs [7]
used the inner-distance instead of Euclidean distance and
achieved good performance with the image under non-rigid
deformation. Mokhtarian et al. [8] applied CSS to the feature
description. Yang et al. [3] analyzed the distribution of shape
contour points by Fourier transform. For each row of the
distance matrix, only the amplitudes of M low-frequency
signals are retained as features which can effectively reduce
the impact of different starting points on the matching result.
To deal with the non-linear tone variation, Hel-Or et al. [12]
introduced the matching by tone mapping (MTM). This
method achieves the goal by finding a global optimal
tone mapping between the reference image and the input
image. However, it only adopts the image tone information.
Jiao et al. [22] divided the target region into 24 circular areas
in 8 directions. The feature of each circular area at the same
scale is calculated by Census transform and rotated according
to the main direction. Wei et al. [23] introduced a framework
for shape-based object detection which could convert the
object detection to a graph-based search problem.

Local feature-based algorithms usually focus on a local
region of the image and construct feature descriptors by
analyzing characteristics of the nearby region. As classical
feature descriptors, SIFT [13] and HOG [14] are commonly
used in shape matching. Yoo et al. [24] defined the principal
gradient and built the histogram of the principal gradient to
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solve the matching problem under a great change of image
scale. Adamek and O’Connor [17] adopted the concave and
convex of the shape to build multi-scale feature descriptors.
In this method, the concave and convex are determined by
the Euclidean distance between the corresponding contour
points in two adjacent scales whose position was smoothed
by the Gaussian function. This method is able to resist the
influence of local noise. Klassen et al. [25] employed the
distance and area integral invariants to deal with the noise sen-
sitivity problem of differential invariants. Zhao and Du [26]
found the extreme points of each ring region in the result-
ing image of ring projection transformation. The feature
sequence containing the pixel gray values and shape struc-
ture information is extracted by analyzing the distribution of
extreme points. Yu et al. [19] segmented the contours and
introduced local directional chamfer matching (DCM) and
oriented chamfer matching (OCM). The matching problem is
converted into the optimal combination of contour segments.
Kaothanthong et al. [27] introduced a shape signature named
distance interior ratio (DIR) as the feature of local shape.
The DIR is defined as the ratio of the length of the line
segment inner the shape and the length of the line segment.
Deng et al. [28] proposed a local feature descriptor, point
pair local topology (PPLT). The PPLT is a histogram which is
constructed by the weighting of distance measures and angle
measures based on local pairs.

Because of inherent defects of global and local features,
combining global and local features has attracted more and
more attention. Alajlan et al. [20] obtained triangles at dif-
ferent scales by controlling the distance between contour
sampling points. The concave and convex of the shape are
determined by the sign of the triangle area. This method can
obtain local and global shape features through the feature
descriptors at different scales and is invariant to rotation,
translation, and scaling. Donoser et al. [21] introduced the
angle of the contour chord. The feature matrix is generated
by calculating the angle between the reference point and all
other points. The diagonal nearby features represent the local
information while features far away from the diagonal indi-
cate the global shape information. Yang et al. [2] built feature
descriptors with chord length ratio, area ratio, and distance
between contour point and centroid at different scales. Local
shape features can be acquired at a small scale while semi-
global shape features can be obtained at a large scale. This
method performs well in dealing with deformations, such
as joint deformation. Tu and Yuille [29] defined a set of
informative features including local shape features and global
features. The local features are constructed by calculating the
statistical characteristics of the angle between contour points
in a local range, while the global features hold the statistical
characteristics of the angle between all contour points. Yang
and Yu [18] proposed a multiscale Fourier descriptor based
on triangular features. The global and local features can be
obtained by controlling the side length of the triangular.
Convolution neural network (CNN) has also been adopted
in shape matching and retrieval [30], [31]. Li and Yang [31]
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designed an adaptive weighted CNN features-based Siamese
network. In this method, the feature extraction network is
designed to derive feature maps while the feature inte-
gration network is adopted to adaptively assign weights
to each region of the feature maps and integrate feature
maps.

Contour-based matching methods usually alter the shape
matching to the similarity measure of two feature sequences.
The similarity measure refers to the calculation of the similar-
ity between two shape features by certain criteria. Generally,
the greater the similarity, the higher the similarity between the
two shapes. Euclidean distances, such as the sum of squared
differences (SSD), the sum of absolute differences (SAD),
and Manbhattan distance, have advantages of small computa-
tional complexity and easy implementation, however, they are
susceptible to noise. Yoo and Han [32] utilized the normalized
cross-correlation (NCC) as the similarity measurement and
achieved a good anti-noise performance, but NCC is compu-
tationally expensive. Euclidean distance and NCC can only
handle features with the same length. When there exists defor-
mation or occlusion, Euclidean distance and NCC appear
powerless. Edit distance (ED) is first applied to the string
matching by finding the minimum operations that equalize
two sequences through operations of substitution, insertion,
and deletion. With a threshold to determine whether the two
features are equal or not, ED can cope with the matching
of sequences in different lengths. However, ED only counts
the minimum operations, the actual difference between the
two features is not considered once it is within the threshold.
Zhao and Itti [33] employed dynamic time warping (DTW)
to turn the sequence matching into the shortest path prob-
lem, but the shortest path would contain the correspondence
of all points. The longest common subsequence (LCSS)
can effectively solve the matching of sequences in different
lengths and reduce the influence of singular points. How-
ever, similar to ED, LCSS only counts the maximum length
of the common sub-sequence. Chen et al. [34] proposed a
local contour matching method based on the Smith-Waterman
(SW) algorithm. The proposed method adopts the weighted
distance between two feature points as the similarity function
which measure the similarity of two feature points intuitively.
SW allows to skip singular points, but unlike LCSS, it can
avoid the problem of excessively insertion or deletion by the
gap function.

IIl. IMPROVED DISCRETE CURVE EVOLUTION
A. DISCRETE CURVE EVOLUTION
Generally, the shape contour obtained by the contour extrac-
tion method has many redundancy points and is susceptible to
noise. Latecki et al. [35] utilized DCE as the pre-processing
which can remove noise points while retaining salient feature
points, so as to simplify the contour and reduce the sensitivity
of the contour to noise.

Given a shape contour C, Sy, - - - , S, are contour segments
of C, Py, -- -, P, are contour sample points. The correlation
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FIGURE 1. The schematic diagram of discrete curve evolution.
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FIGURE 2. Comparison results of DCE and IDCE of the square. (a) Result
of DCE. (b) Result of IDCE.

K at point P; is defined as (1):

K (Si.Siv1) = B (Sis Siv1) L (S) I (Sit1) %
L(Si) + 1 (Sit1)

where S; and S;;; are line segments formed by point P;
and P;_1, Piy1, respectively. [(S;) and [(S;;+1) are lengths
of S; and Siy1, B(S;, Si+1) is the turn angle of S; and Si4.
A larger K means that the point contributes a lot to the contour
and should be preserved, while a smaller K point can be
eliminated. In each iteration, point P; corresponding to the
minimum correlation K will be substituted by P; 1, as shown
in Fig. 1. In each evolution, at least one point will be removed
resulting in a simplified contour with salient feature points
preserved.

B. IMPROVED DISCRETE CURVE EVOLUTION
DCE can effectively simplify the contour and retain salient
feature points, but it is easy to over-simplify in practice.
As indicated in Fig. 2(a), DCE can describe the square well
only through four corner points, but there is obviously a lack
of expression of the four sides. Suppose the feature descriptor
is defined as the ratio of the inner contour area in the circle
to the circle area. The feature value of the corner point whose
neighborhood region marked by green is constantly 0.25 as
shown in Fig. 2(a) and Fig. 2(b), while the side point marked
by red is 0.5 as shown in Fig. 2(b). It can be seen that
there is a certain lack of expression when the square contour
consists of only four corner points without any side points.
Therefore, an improved DCE (IDCE) algorithm is proposed
in this section. By the IDCE, salient feature points and cer-
tain redundant points will be appropriately retained, and the
descriptive ability of the contour will be highly improved.
Mark Ki,---,K, as the correlation sequence of con-
tour sequence Pp,---, Py, ox is the variance of correla-
tion sequence. For each contour point P;, a subsequence
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FIGURE 3. Results of DCE and IDCE of the hammer (a) Result of DCE (b)
Result of IDCE.

Kpi = Kj, Kit+1, -+ , Kiyn of length N is extracted along the
contour direction and its variance is marked as op;. The vari-
ance, as a statistical parameter of the sequence distribution,
can represent the dispersion characteristic of the sequence.
When op; > ok, the dispersion of the current subsequence is
greater than the average dispersion, that is, there is a salient
feature point in the subsequence with high probability. The
point with the largest correlation in the subsequence is pre-
served as the salient contour point. op; < ok implies that the
dispersion of current subsequence is relatively small and the
shape curvature changes slowly. The point K;+y 41 is added
to update the subsequence and the calculation is repeated with
the new subsequence. When the length of subsequence N
reaches the length threshold M(M > N), the point corre-
sponding to the maximum correlation in the subsequence is
taken as the salient feature point and preserved.

Comparison results of IDCE and DCE are shown in Fig. 3.
It is indicated that IDCE cannot only effectively describe
the hammerhead, but also emphasize the region with slow
curvature change such as the handle. IDCE is equivalent to
the combination of DCE and uniform sampling. It can retain
more feature points in the region with large curvature change
to enhance the representation of the simplified contour while
keeping the descriptive capability of the region with small
curvature change through uniform sampling. In the worst
case, IDCE is equivalent to the uniform sampling of length
N, however, DCE can only remove a single point in each evo-
lution. The proposed features are calculated with the original
contour sequence on contour points retained by IDCE.

IV. MULTI-SCALE FEATURE DESCRIPTORS

By analyzing the contour sequence, in this section, the multi-
scale invariant feature descriptors are introduced through the
spatial relationship of contour points, structural information
of contour sequence, and shape geometry feature.

A. CONTOUR ANGLE

The relative spatial position of different contour points can be
described by the contour angle between contour segments as
shown in Fig. 4. For each contour point P;, its neighbor points
with distance K are P;_j and Pj+¢. P; and P;_, Piy; form
vectors P;P;_j and P;P;y respectively. The contour angle is
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FIGURE 4. The contour angle.

. _— —
defined as the turn angle from P;P;_i to P;P;;x. The contour
angle at contour point P; of scale K can be calculated as (2).

f{,i,k = Angle (PiPi—k, PiPi+k) 2)

The contour angle with small K represents a local feature
indicating the local detail of shape contour, while a large K
interprets the semi-global to global feature. The sampling
distance K is adaptively adjusted according to the contour
length, which can cope with contours with different lengths.
To improve the noise sensitivity and the robustness to the
shape deformation, here the contour angle is quantized into
N intervals as (3), where (x] represents the smallest integer
greater than x. The quantized angle is more robust to deforma-
tion than the original angle when the shape deforms slightly.

N
fik = (f{’,’,k : %] 3)

B. LOCAL BINARY PATTERN BASED ON CONTOUR POINTS
Local binary pattern (LBP) as a local feature descriptor
can reflect the texture information of the region around the
center point. LBP is invariant to rotation and translation
and insensitive to illumination change. Inspired by LBP,
in this section, we utilize LBP based on contour points
(CP-LBP) as features to describe structural characteristics of
the shape. For each contour point P;, extract the subsequence
Seqis = {Pi—as, Pi—3s5, Pi—2s, Pi—s, Pits, Piy2s, Pit3s, Pitas)
along the contour direction, s is the sampling step. Different
sampling steps represent CP-LBP at different scales. Gradi-
ents of each sampling point are calculated and marked as
Gis = {8i—4s, 8i—3ss 8i~2s5» 8i—s» &i+s» §it+2s» &i+3s» Gi+4s} and
gi- In order to reduce the noise sensitivity of the gradient,
the average gradient in the neighborhood region of the point
is employed instead of the original gradient. The CP-LBP can
be calculated as (4).

8

fris =Y 2 sgn (Gis () — &) )

j=1

where f> ; ; is the CP-LBP value at point P; with sampling
step s. sgn(-) is the sign function defined as (5).

sgnoc):{“ fr=z0 s)

0; else

The schematic diagram of CP-LBP is shown in Fig. 5. The
subsequence Segq; s is shown as the left-up of Fig. 5 in which

VOLUME 7, 2019



Z. Kun et al.: Shape Matching Based on Multi-Scale Invariant Features

IEEE Access

P1+25 P|+35

Pis

P itds

200 | g

@Compare
200 | 255 | 220 | 135 | 120 | 150 [ 205 | 100 | G,
1 1 1 0 0 0 1 0

CP-LBP

FIGURE 5. The LBP based on contour points.

FIGURE 6. Zernike moments at multi-scales.

different contour points are marked with different colors
while gradients of each point are depicted in the right-up of
Fig. 5. The binary sequence obtained by comparing G; s and
gi is shown in the lower-right. The final CP-LBP value can
be achieved by converting the binary sequence to a decimal
number which is marked with the red box.

C. ZERNIKE MOMENT

Zernike moment is a geometric feature of the shape with
translation, rotation, and scale invariance. Therefore, Zernike
moments of circular regions centered on the contour point
with different radii are employed as features describing the
geometric features at different scales as shown in Fig. 6.
The Zernike moment of the red region represents the local
feature of the shape at the small scale, while the yellow
region indicates the semi-global to global feature depending
on the radius. If the entire image is taken as the input, back-
ground pixels may affect the accuracy of Zernike moment
to describe the shape. Therefore, the image region of the
minimum enclosing rectangle of the shape is taken as the
input instead of the original image, so as to avoid excessive
background interference pixels and reduce the sensitivity
to the background. Meanwhile, to decrease the influence
of illumination variation, gray values of each region to be
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Binary sequence sgn(G,‘_y —g,)

calculated are linearly changed with the maximum value
setting to 255 and the minimum setting to 1. This adjustment
could improve the robustness to both local and global illumi-
nation changes. To deal with the size of the calculation region
at different scales, the region radius is set to be proportional
to the original contour area. Zernike moment with small
radius represents the local geometric feature while the large
radius indicates the global geometric feature which could
achieve the combination of local and global features with
different scales. The Zernike moment at different scales can
be calculated as (6).

fr.ir = Zernike, (i) 6)

where f3 ; » is the Zernike moment at contour point P; with
radius r.

After obtaining three multi-scale invariant features,
the final feature at contour point P; can be built by concate-
nating all three features as (7).

fi=[fui | fail f3,i]T @)

where f {flic.k=1,2,--- N} is the feature
sequence of contour angles at point P; of different scales,
b= {fz,i,s, s=1,2,--- ,N} is the CP-LBP sequence and
S {fg,,‘,,, r=1,2,--- ,N} represents the multi-scale
Zernike moment sequence, N is the largest scale.

V. MATCHING ALGORITHM

A. SMITH-WATERMAN ALGORITHM

Contour-based matching algorithms generally alter the shape
matching to the sequence matching which could be solved by
dynamic programming (DP). The Smith-Waterman algorithm
was proposed by Smith and Waterman [36] in 1981 to find
similarity fragments in biological sequences. Different from
DTW, SW is to search for the similar local segment in two
sequences and has no constraint on the starting and ending
point of two sequences.
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Suppose A = aj,az, - ,am and B = by, by, --- , b, are
two feature sequences, m and n are lengths of A and B sepa-
rately. f (a;, b;) is the similarity function of two feature points
a; and bj, gap(a;, b;) is the gap function to limit the occurrence
of continuous gaps. A gap means that sequence A and B has
not been matched correctly at the current position and the
current position should be skipped. A gap is equivalent to the
deletion or insertion in Editing distance. The score matrix H
of sequence A and B can be calculated as (8).

H(i,0) = H©0,j) =0
HGi—1,j—1+f (ai, b))
H(G—-1,j) —gap(ai)

H (i,j — 1) — gap (b;)

0

H (i,j) = max 8)

In the score matrix H, any position with the score less than
0 means that the previous subsequence of the two sequences
has no similarity, and the score is set to O to ensure the
similarity score calculated from this position will not be
affected by the previous sequence. After obtaining the scoring
matrix, the fragment with the highest local similarity of the
two sequences can be found by backtracking. Backtracking
starts with the element with the highest score according to the
source of the current element until encountering an element
with score 0.

B. SIMILARITY FUNCTION

In the SW algorithm, the Euclidean distance between feature
points is used as the similarity function in this paper.

_ |L—SAD (a;, bj): if SAD (a;, bj) <0.1L

f (a,-, bj) "~ |-saD (ai, bj) ; else ©)

where L is the length of multi-scale features at the current
feature point, and also indicates the maximum similarity
between two feature points. SAD(-) is the sum of the absolute
difference between two feature points.

Before calculating the similarity using the similarity func-
tion above, the two sequences need to be pre-processed to
cope with different amplitudes of features. When calculating
the similarity between two sequences, generally we only
pay attention to the relative quantity of the two. Therefore,
the maximum of each feature of two sequences can be used
as normalization coefficients as shown in (10).

A
feature,,x = maxco] B

Anormalized = A/feature;qy

Bormalizea = B/featurepqy (10)
where max.,; (-) represents the maximum value of each col-
umn of the sequence consisting of A and B by column. The
normalized features are between 0 and 1.

In order to limit the occurrence of continuous gaps, the gap
function is defined as (11):

gap (a;)) =d +a(L —1) (11)
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A: 1 2 3 4 5 6 7 8 9 10
(a) .

B: 10 1 3 4

A: 5 6 7 8 9 10 1 2 3 4
(b)

B: 0 1 2 3 4

FIGURE 7. Matching results of SW and CSW. (a). Matching result of SW.
(b). Matching result of CSW.

d and a are constants representing the initial penalty and
continuous penalty, L is the length of gaps. It can be seen that
the gap function mainly serves as a punishment for the sim-
ilarity when a gap appears. As the gap appears continuously
the penalty accumulates, thereby limiting the occurrence of
continuous gaps which is usually considered to barely occur.

C. CONTOUR STARTING POINT SELECTION

How to choose the sequence starting point is one of the key
problems in contour sequence matching. Different starting
points may lead to very different similarity results, especially
in local sequence matching. Zhao and Du [26] adopted the
cyclic shift (CS) method to obtain the maximum similarity by
continuously shifting the sequence. Although the cyclic shift
method can acquire the maximum similarity, the computation
is expensive. Chen et al. [34] used a method of partial copying
of the sequence, but the length is not easy to determine. Based
on the matching result in each step, we propose a cyclic
SW (CSW) matching algorithm.

Suppose the correspondence obtained by SW between
sequence A and B is shown in Fig. 7(a). Obviously, the result-
ing correspondence is not the optimal result because of dif-
ferent starting points although sequence B is a subsequence
of sequence A. The similarity and correspondence of two
sequences can be acquired when the matching is completed
at each step. It is considered that no similar subsequence
has been found for each subsequence after the last matching
position, such as the subsequence [5]-[10] in A. This may be
caused by different starting points or local matching. There-
fore, sequence A is truncated at the last matching position,
and the sequence segment after the truncation position is
copied to the front end to form a new sequence. The new
sequence will be re-matched with B until the similarity is
no longer increased. As shown in Fig. 7(b), the proposed
CSW can deal with matching similarity degradation caused
by different starting points.

VI. EXPERIMENTAL RESULTS

A. PARAMETER SETTING

The ratio of the area of simplified contour to the original
contour is used as the stopping criterion of IDCE. The evo-
lution ends when the area ratio is less than 0.95. The number
of contour sampling points of different shapes can hardly be
guaranteed consistent, so the initial sequence length N is set
to Liniy = max(0.08L, 3) in the evolutionary process exper-
imentally, L is the length of the current contour, the length
threshold M is set to Lj,;; + 3.
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FIGURE 8. Invariance validation of the proposed features. (1) Features of the original image. (2)
Features of the translated image. (3) Features of the enlarged image. (4) Features of the reduced image.
(5) Features of the rotated image (90 degrees). (6) Features of the enlarged image with rotated 90
degrees and translation (7) Features of the reduced image with rotate —90 degrees and translation

(a) Contour angle. (b) CP-LBP. (c) Zernike moment.

When calculating multi-scale features, the optimal sam-
ple steps or region radii are chosen experimentally as
k = 0.04L,0.08L,0.12L, s = 0.04L,0.08L,0.12L,
r = 0.24p,0.4A0,0.84¢, L is the length of the original
contour, Ay is the original contour area. The contour angles
are quantized into 72 intervals.

B. INVARIANCE VALIDATION
For shape matching, we often hope that the designed feature
descriptors can effectively express the object shape and earn
a large intra-class similarity with a big inter-class difference.
However, objects in real images usually suffer translation,
rotation, scaling, and deformation which may cause a great
impact on the matching results, especially when the object
deforms. Therefore, the designed features need to be able to
deal with the problem above with translation, rotation, and
scaling invariance and have good robustness to the slight
shape deformation.

The invariance of the proposed multi-scale features is illus-
trated in Fig. 8 and Fig. 9 in the case of translation, rotation,
and scaling. Three features of the original image, translated
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image, rotated image and scaled image are shown from row
1 to row 5, while row 6 and row 7 are the features of image
suffering all changes above. Comparison results show that the
three multi-scale features proposed in this paper have high
similarity under different conditions indicating that the pro-
posed features are translation, rotation and scaling invariant.

The discriminative ability of the proposed features is pre-
sented in Fig. 10. The first row and second row belong to the
apple class, the third row is a sample of watch which is similar
to the apple, the fourth and fifth row are samples of classes
different from the apple. It can be seen that feature curves of
the first two rows are highly similar except for the difference
of local feature caused by apple leaves. Although, the feature
curves of row 3 show some local similarities with row 1 and
row 2, they are still quite different on the whole and can be
easily distinguished. Row 4 and row 5 are quite different from
any one of the first two rows and do not show any similarity.
Experimental results indicate that our proposed features can
ensure a high similarity of the same class while distinguishing
different classes, that is, small intra-class differences and
large inter-class differences can be guaranteed.
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FIGURE 9. Invariance validation of the proposed features. (1) Features of the original image. (2)
Features of the translated image. (3) Features of the enlarged image. (4) Features of the reduced image.
(5) Features of the rotated image (90 degrees). (6) Features of the enlarged image with rotated 90
degrees and translation (7) Features of the reduced image with rotate —90 degrees and translation

(a) Contour angle. (b) CP-LBP. (c) Zernike moment.

The matching results under shape deformation are given
in Fig. 11. Shapes in Fig. 11(a) mainly suffer deformation
and translation while shapes in Fig. 11(b) undergo deforma-
tion, rotation, translation and scaling change. The matching
results show that the multi-scale features combined with the
CSW algorithm proposed in this paper can obtain a well-
matching performance even there exists a certain degree of
deformation.

C. LOCAL CONTOUR MATCHING
In practice, objects often suffer occlusion making it impossi-
ble to obtain a complete contour. So, the proposed method
should be able to deal with the matching of local con-
tours. Another key problem of the matching algorithm
of contour sequence is the selection of contour starting
point. Different starting points tend to affect the matching
results to a large extent resulting in completely different
results.

Fig.12 demonstrates the matching results of complete con-
tours with different starting points by the proposed features
and CSW. Starting points of different contours are marked
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by blue diamond and red square. It can be seen from the
result, in the first matching step, due to the different start
points partial contour has not been matched, while it has
been successfully matched after the contour starting point
being adjusted according to the matching correspondence of
the first step. Compared with the cyclic shift method, the
proposed method only needs 2 steps to complete the shape
matching with different starting points.

Fig. 13 gives the results of local contour matching with dif-
ferent starting points under three situations by our proposed
method. The complete contour is depicted in blue, and the
starting point is identified by a blue diamond, while the local
contour is drawn in red, and the starting point is marked by
a red square. Results show that the proposed algorithm can
effectively solve the partial shape matching. At the same time,
comparison of (b) and (c) shows that the CSW can adjust
the starting point according to the correspondence of the first
step, so as to effectively solve the problem of starting point
selection.

The matching results under occlusion are shown in Fig. 14.
In the case of occlusion, the shape contour is only partially

VOLUME 7, 2019
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FIGURE 11. The matching result of deformed shapes (a) Matching result of shapes with deformation and translation.
(b) Matching result of shapes with deformation, translation, rotation and scale change.

achieved causing the shape matching under occlusion to
be turned into local contour matching. Experimental results
show that the proposed method can solve the shape matching
under occlusion. Meanwhile, it should be noted that since the
features are described at multi-scales, features at large scale
at the edge of occlusion part tend to be different from features
of the original contour, so that the edge of occlusion part has
not been properly matched.

D. TESTING ON BENCHMARK DATASETS

To verify the performance of our proposed method, two
small datasets (Kimia99 and Kimia216) and a large dataset
(MPEG-7) are used as validation sets in this section.
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Kimia [38] and MPEG-7 [39] are widely used benchmark
datasets for evaluating shape matching and retrieval

The Kimia99 dataset consists of nine categories with
11 shapes in each for a total of 99 shapes. In this section,
we calculate the similarity between all shapes in the dataset
and the reference shape sequentially and rank the similar-
ity of each reference shape. The evaluation method is to
count the number of shapes in the 10 closest matches to
each reference image which are in the same class. The
retrieval results of different methods on Kimia99 are shown
in TABLE 1. Results indicate that our proposed method can
achieve a better retrieval accuracy on Kimia99.

The Kimia216 dataset contains 216 shapes consisting
of 18 classes with 12 shapes in each. Similar to the evaluation

115645



IEEEACC@SS ' Z. Kun et al.: Shape Matching Based on Multi-Scale Invariant Features

750 750
4
700 1 ib’ 700
;,J
650 E 650
600 - 600
550 - 550
500 - 500
Y
450 1 450
) N
400 400 1
0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700

(a) (b)
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TABLE 1. Retrieval results of different methods on Kimia99.

Methods Ist 2nd 3rd 4th 5th 6th 7th 8th 9th 10th
SC[6] 97 91 88 85 84 77 75 66 56 37
Path similarity[37] 99 99 99 99 96 97 95 93 89 73
TAR[20] 99 99 99 98 98 97 98 95 93 80
Multi-scale representation[2] 99 99 99 99 98 97 95 94 90 83
Our method 99 99 99 99 99 98 95 93 93 88
TABLE 2. Retrieval results of different methods on Kimia216.
Methods Ist 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th
SC[6] 214 209 205 197 191 178 161 144 131 101 78
Path similarity[37] 216 216 215 216 213 210 210 207 205 191 177
Multi-scale representation[2] 216 216 214 210 207 207 201 194 188 182 163
Our method 216 216 215 215 210 213 209 207 205 201 190

method of Kimia99, it is to count the number of shapes in
the 11 closest matches which are in the same class with the
reference image. The retrieval results of different methods are
given in TABLE 2. It can be seen that our proposed method
can obtain a better performance on Kimia216 compared with
other methods.

MPEG-7 dataset is a widely used benchmark dataset to
evaluate the retrieval accuracy of similarity-based meth-
ods. MPEG-7 contains a total of 1400 shapes divided into
70 categories with 20 shapes each. The retrieval accuracy is
determined by the bulls-eye rating in which each image is
used as the reference and compared to all of the other shapes.
The mean percentage of correct shapes in the top 40 matches
is taken as bullseye rating. The bulls-eye rates of different
methods are depicted in TABLE 3. Though the multi-scale
features designed in this paper are all simple and intuitive
shape descriptors, our proposed method could achieve a better
performance, especially when compared with the method
in [2] which also employs simple and intuitive multi-scale
features.

E. EFFICIENCY COMPARISON

To verify the efficiency of our proposed method, SC [6]
and Multi-scale representation [2] (MSR) are used as com-
parisons. In order to ensure the validity of the verification,
all three methods are implemented strictly according to the
algorithm under python 3.6 without any optimization to avoid
the influence of different optimization methods on the results.
Two simple situations are discussed here. Situation 1 repre-
sents the matching of contour sequences with the same start-
ing point in which sequence A is matched with itself, where
sequence A is a sequence with 100 contour points. Situation
2 stands for the matching of sequences with different starting
points in which sequence A is matched with sequence B,
where B is the sequence with 10 points shift of A.
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TABLE 3. Retrieval accuracy of different methods on MPEG-7.

Methods Accuracy (Bullseye)(%)
SC[6] 76.51
CSS[8] 75.44
MCCI17] 84.93
TAR[20] 87.23
Shape tree[40] 87.70
Contour flexibility[41] 89.31
Shape vocabulary[42] 90.41
Multi-scale representation[2] 91.25
Our method 92.27

TABLE 4. Comparison of time consumption of methods for calculating
features.

SC
0.062

our method
0.752

method
Time (s)

Multi-scale representation
0.671

The comparison of time consumption of three methods for
calculating features is shown in TABLE 4. Results indicate
that multi-scale features can significantly increase the pro-
cessing time to calculate features. TABLE 5 is the comparison
results of situation 1. Mtime is the processing time of feature
sequence matching only, while Ttime is the processing time
from feature sequence calculation to matching completion.
Accuracy is the ratio of the correctly matched points to all
points. Our method takes a little bit longer because that
CSW needs at least two matching cycles. TABLE 6 depicts
the comparison results of situation 2. CS represents that
cyclic shift is used in the dynamic programming (DP) to find
the global optimal solution which stops when the accuracy
reaches 100. Results indicate that SC and MSR can not
match the contour sequence completely due to the different
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TABLE 5. Comparison of time consumption of methods for feature
matching (A, A).

Methods Mtime(s) Ttime(s) Accuracy(%)
SC+DP 0.156 0.220 100
Multi-scale
. 0.171 0.843 100
representation
our method 0.296 1.109 100

TABLE 6. Comparison of time consumption of methods for feature
matching (A, B).

Methods Mtime(s)  Ttime(s) Accuracy (%)
SC+DP 0.156 0.220 90
Multi-scale 0172 0.849 90
representation
SC+DP+CS 1.234 1.312 100
Multi-scale
representation + CS 1.234 1921 100
our method 0.468 1.296 100

starting points. When CS is used, the accuracy can be guaran-
teed, however, the processing time is significantly increased.
Compared with the first two methods with CS, the time
consumption of our method is significantly reduced with only
three matching cycles to achieve the global optimal results.
When compared with results in TABLE 5, there is no sig-
nificant increase in the processing time of our method. That
to say, our method can complete the more complex cyclic
matching problem with a lower time cost, thus effectively
solving the problem of sequence matching with different
starting points which is ubiquitous in shape matching based
on contour points. It should be pointed out that the processing
time of sequence matching in situation 1 can be reduced to
about 10 milliseconds with proper optimization which means
that the computational efficiency of our proposed method will
be greatly improved by proper optimization.

VIl. CONCLUSION

In this paper, a multi-scale contour-based shape matching
method is proposed. Aiming at the deficiency of DCE,
an improved DCE which combines DCE with the uniform
sampling and achieves a better description of the shape is
introduced. Three simple and intuitive multi-scale features
are designed from aspects of the spatial relationship of
contour points, structural information of contour sequence,
and shape geometry feature. Also, for the problem of local
contour matching and starting point selection, a cyclic SW
algorithm is presented. Experimental results show that our
proposed features are able to cope with situations of transla-
tion, rotation, scaling, and deformation. The proposed algo-
rithm can solve the local contour matching and contour
starting point selection without using cyclic shift algorithm.
Retrieval accuracies of Kimia99, Kimai216, and MPEG-7
indicate that our method achieves a better performance.
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