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ABSTRACT To address the problem that the retinex algorithm cannot effectively enhance color and detail
simultaneously, we propose a retinex-based laplacian pyramid method for image defogging. The method
is implemented via MSRCR and laplacian pyramid, and it doesn’t require additional hardware devices.
The overall defogging process is composed of three vital parts: illumination color enhancement, detail
of reflection component enhancement, and linear weighted fusion. Firstly, we add the gamma correction
illumination back to reflection to achieve color enhancement. And then, the detail enhancement is achieved
by the laplacian pyramid to process the reflection component. Finally, the detail enhanced image and color
corrected image are used to reconstruct the clear image. Comparing with the state-of-the-art image defogging
methods, the experimental results have shown that the contrast of defogged images can be effectively
improved by the proposed method, and with better effects on both subjective and objective results. The
contrast of images can be enhanced by the proposed method. Meanwhile, sufficient details can be preserved.
Therefore, the proposed method is an effective image defogging method.

INDEX TERMS Image defogging, bilateral filter, MSRCR, Laplacian pyramid, color enhancement.

I. INTRODUCTION
Image defogging plays a crucial role, it has been applied
in many areas, such as target detection, image segmenta-
tion, and visual perception. In outdoor conditions, images
are collected under bad weather, including rainy, snowy,
low light or foggy conditions. The contrast and visibility of
images degrade due to the influence of brightness or reflec-
tion of particles. The goals of image defogging to high-
light the regions of interest, enrich image color and detail
information, and improve image quality [1], [2]. Therefore,
research on image defogging is necessary [3]–[5]. We show
a comparison between foggy images and defogged images
in Figure. 1. The foggy images are shown in Figure1. (a),
which directly affects the visual perception of human eyes.
The defogged images by our method have richer detail infor-
mation and better visual perception in Figure. (b). It can
be clearly seen that the image details are blurred and with
a gray layer in Figure.1 (a) compared to Figure .1 (b).

The associate editor coordinating the review of this article and approving
it for publication was Yong Wang.

The defogged images are widely applied for many scenes,
such as traffic monitoring [6], remote sensing image cor-
rection [7], underwater detection [8], and medical image
detection [9].

The quality of the captured image by the camera is
greatly affected in the foggy, rainy, and low light conditions.
Therefore, we need to obtain better visual effects and richer
color and detail information by defogging methods. In the
past decade, a large number of defogging methods have
been proposed to deal with the degradation of the image and
improve the contrast of the image. Based on different defog-
ging principles, these mainstream methods can be classified
into two categories: image restoration methods based on the
physical model [10] and image defogging methods based on
image enhancement [11].

The restoration methods based on physical model address
the inverse process of the image degradation using the atmo-
spheric scattering model [12], and restore the foggy image to
the clear image without free-fog. Depending on the machine
vision system or the type of scene, we classify the defog-
ging methods based on physical model into five categories,
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FIGURE 1. Instances of foggy and defogged images. The first column
displays two foggy images, and the second column displays the
defogging images by the proposed method.

which are based on the scene depth information, based on
atmospheric light polarization, based on prior information
knowledge, data hypothesis, and deep learning.

The first method is based on scene depth information.
Nayar and Narasimhan [13], Narasimhan and Nayar [14],
and Wang et al. [15] recovered the scene from two or more
images by acquiring scene depth information of the same
scene with different weather conditions. The scene depth
information obtained by the method was complex. Therefore,
the method is limited in the course of practical application.
The second type of method is based on the atmospheric
light polarization. Schechner et al. [16] achieved defogged
image by the difference between the maximum and minimum
polarized images of the unified scene to estimate the ambi-
ent light intensity, where the polarized image was acquired
by the rotating polarizer. However, the method was highly
dependent on ambient light, and the algorithm performance
was poor in dense fog conditions. The third method is based
on prior information knowledge. Narasimhan and Nayar [17]
used scene prior information to recover defogged images.
This method was not suitable for scenes with discontin-
uous scene depths. The fourth type of method is based
on prior data. After analyzing a large number of images,
Dong et al. [18], Nishino et al. [19], and He et al. [20]
obtained the information of a scene from a single image. And
the optimal method was used to solve the model parameters
by constructing the cost function and constraint equation to
satisfy the hypothetical conditions. The method restored a
fog-degraded image to a defogged image. However, It was
difficult to obtain prior knowledge when the subject color
was close to the skylight. Meanwhile, the calculation process
was complicated. Image defogging methods based on deep
learning can be divided into two categories: the method of
neural network to estimate the parameters in the atmospheric
scattering model, and the method which directly outputs the
defogged image by the neural network. The method based

on estimating the atmospheric scattering model parameter
mainly includes Cai et al. [21], Zhang and Patel [22] and
Yang et al. [23], it solved the problem of setting features man-
ually. Cai et al. [21], Zhang and Patel [22] andYang et al. [23]
proposed an end-to-end model-based CNN to estimate trans-
mission t(x) in the atmospheric degradation model, but the
method cannot accurately estimate the global atmospheric
light A. Li et al. [24], Chen et al. [25], Ren et al. [26]
and Engin et al. [27] directly obtained the defogged image
by the neural network. Li et al. [24] proposed AOD-Net
based on a reformulation of the Koschmieder model to obtain
defogged images and promoted the field of video dehazing.
Chen et al. [25] proposed a gated context aggregation
network, which solved the problem of grid artifacts.
Ren et al. [26] obtained the defogged image by estimating
the weight matrix for the processed image by the gated fusion
network. Engin et al. [27] trained Cycle-Dehaze by feeding
clean and hazy images in an unpaired manner. Although
the image defogging methods based on deep learning made
remarkable achievements, it has requirements of hardware
devices, and it requires a large amount of training data.
In summary, the restoration method based on the physical
model has limited practical applications. Since it requires
special physical equipment and the defogging process is
complicated.

The image defogging based on image enhancement meth-
ods do not need to consider the reason for the image degra-
dation. It has become the current mainstream method, due
to the reason that it can be separated from the physical
device. The goal of the image enhancement methods are
used to improve contrast of image, including histogram
equalization [28]–[30], smooth filter [31]–[34], and retinex
enhancement [35]–[38]. Histogram equalization [28]–[30]
could increase the dynamic range and improve the global
contrast of the image. However, there may be some phenom-
ena such as missing information and false contours, when the
foggy density in the image is unbalanced, and the scene depth
information is unknown. Histogram equalization of mean
filtering [31] could enhance the image contrast, but could
not bring enhanced details and remove noise effectively.
In addition, a phenomenon of overexposure existed. Median
filter [32] could smooth and remove noise effectively, but
it may cause damage to the edges of image and blur image
details when dealing with low-density noise, which was more
complexed than other algorithms. Homomorphic filter [33]
was used to remove low-frequency information from the
foggy image. However, there weremany residual components
of the mist, and the local details were not prominent when
the high-frequency information was retained. Unlike other
filter methods, bilateral filter [34] is a nonlinear filter method.
It can combine image spatial proximity and pixel similarity
to achieve noise reduction and edge preservation.

Retinex [35] is a method based on constant color. In the
retinex theory, single-scale retinex [36] (SSR) is the first
method, which is mainly used for grayscale image enhance-
ment, but it does not guarantee that the image is balanced
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FIGURE 2. LP_MSRCR framework and amplified details of each core processes, from left to right: the foggy image,the result of the MSRCR, the result of
the bilateral filter, the result of the Laplacian pyramid, and the result of the LP_MSRCR.

between detail extraction and color fidelity. Multi-scale
retinex [37] (MSR) was proposed based on SSR, it achieved
color image enhancement by linear weighted multiple SSR
with different scales, but the algorithm may result in color
distortion. To overcome the disadvantages of MSR, multi-
scale retinex with color restoration [38] (MSRCR) was pro-
posed. TheMSRCR [38] introduces a color recovery factor to
compensate for the color loss defects in MSR [37]. However,
the enhanced image after MSRCR with halo artifacts, and
it was more difficult to enhance the details of the brighter
part. Elad [39] proposed a retinex algorithm based on the
bilateral filter. Although the edge information was preserved,
the halo artifacts were not solved completely. The MSRCR
utilized by Liu et al. [40] effectively solved the problem
of color distortion in MSR, but it couldn’t achieve detail
enhancement. Shen et al. [41] proposed a method for mea-
suring mixed exposure weights, and the laplacian pyramid
could better obtain the detail texture information of the image,
and then used exposure weights to guide the completion of
image enhancement. These problems of the above methods
are obvious, such as color distortion, noise interference, and
loss of detail in the aspect of image enhancement.

In summary, these image restoration methods based on
physical model and image enhancement methods have advan-
tages and disadvantages in the defogging fields. Due to
the reason that the image enhancement method can avoid

the dependence on physical devices effectively, this paper
proposes an image defogging method based on retinex of
laplacian pyramid (LP_MSRCR). Firstly, the method uses
MSRCR to estimate the illumination. Then, Gamma correc-
tion for color enhancement is performed on the illumination,
and the laplacian pyramid is used to enhance the details of
the reflection. Finally, the corrected illumination is added to
the reflection component, and the result is weighted with the
image processed by the laplacian pyramid.

The main contributions of the proposed method include
five aspects as follows:

1) To accurately estimate the illumination, we adopt a
multi-scale gaussian convolution kernel to convolve
each channel. The illumination is estimated from con-
volving three gaussian kernels with different scales to
extract rich feature.

2) MSRCR is used to decompose the convolved image to
obtain illumination and reflection. Color natural perfor-
mance is ensured by performing gamma correction on
the illumination and compensation on the enhancement
result.

3) Considering the reflection contains a large amount
of high-frequency information such as local feature
details and noise. We perform a bilateral filter on
reflection, which can suppress noise interference and
preserve edge effectively.
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4) For obtaining rich edge detail information. We obtain
edge detail from the enhanced image of MSRCR. The
edge detail information and bilateral filtered image are
used as input of Laplacian pyramid.

5) In order to preserve the natural property of the defog-
ging image. The illumination after color correction is
added back to reflection after detail enhanced. The
result is linear weighted with the reflection image to
reconstruct the final fog-free image.

The rest of this paper is organized as follows. This paper
presents details of our proposed method, includes detail
enhancement, color enhancement, and liner weighted fusion
in Section II. The detailed experimental results and analysis
are presented in Section III, which includs various processes,
subjective and objective comparisons. Finally, we summarize
the conclusions and future exploration work in Section IV.

II. PROPOSED ENHANCEMENT METHOD
In this section, we propose a retinex-based laplacian pyramid
method for image defogging. Figure. 2 shows a framework
of the method and an amplified view of the details. The
whole process of the method is divided into four parts, includ-
ing estimate the illumination by the multi-scale convolution
MSRCR, denoise the reflection by the bilateral filter, enhance
the detail of reflection component by the Laplacian pyramid,
and color enhancement of illumination by gamma correc-
tion. The details of the four core processes are amplified.
In Figure.2, from left to right, the foggy image, the images
are obtained by MSRCR, bilateral filter, laplacian pyramid,
and LP_MSRCR. At the beginning and the end of the image
processing, it is clearly shown that LP_MSRCR algorithm
can effectively enhance the image details and preserve nat-
uralness.

1) To extract more detail information, the original image
is subjected to multi-scale convolution [46]. Thereby
each channel from RGB color space of the original
image is convoluted by three gaussian kernels with
different scales. In our work, the size of the convolution
kernel is 3∗3, which is set to be 3.

2) The image contrast is enhanced by the MSRCR. From
the perspective of quantification [40], mean value and
mean square error are introduced to limit the stretch-
ing degree of image contrast. Color equalization is
achieved by controlling the dynamic parameters of the
image to avoid color distortion.

3) To achieve color enhancement, the MSRCR is used
to decompose the illumination and reflection of the
image. Improved gamma correction is applied to the
illumination image [42]. The correction parameter is
adaptively calculated by judging the mean value of
the image pixels, and the illumination compensation is
performed. Finally, color consistency is guaranteed by
previous operations.

4) The reflection component contains much high-
frequency information, such as edge details and noises.
The MSRCR will amplify the noise during the image

enhancement. Therefore, the reflection image is per-
formed by the bilateral filter [39], which can effectively
remove noise and preserve edge details simultaneously.

5) In order to achieve the detail enhancement, the image
after the bilateral filter and the enhanced reflection
image of MSRCR are jointly used as the input image
of the laplacian Pyramid.

6) To preserve naturalness, the corrected illumination
is added back to the reflection [43], [44], and the
color corrected image is linear weighted fuse with the
reflection image to reconstruct the clear image. It can
preserve color natural performance.

The framework of the LP_MSRCRmethod pseudo-code is
as follows:

Algorithm 1 Framework of the LP_MSRCR Algorithm
(1) Input: Foggy image I (x, y)
(2) Estimate the illumination L(x, y) using (2) and (3) based
on MSRCR.
(4) Estimate the reflection R(x, y) using (4) and (8) based on
MSRCR.
(5) Iteration: iterate on x = 1, 2, . . . ,N , y = 1, 2, . . . ,M

(a) Update Bf(x, y) using (15) based on bilateral filter.
(b) Update LL(x, y) using (23) based on laplacian pyramid.
(c) UpdateGa(x, y) using (31) based on gamma correction.
(d) Update S ′ using (32) based on reconstructing the color

enhanced image.
(e) Update Result(x, y) using (33)(34)(35) based on liner

weighted fusion.
(6) Output: Result(x, y)

A. DETAIL ENHANCEMENT
1) CONTRAST ENHANCEMENT OF MSRCR
In order to achieve dynamic balance, edge enhancement and
color constant, MSRCR [10] method based on retinex is
adopted. The retinex [36] is an image enhancement method,
which is based on the color constant theory. The retinex
is expressed that the product of illumination and reflection
component as follows:

S(x, y) = L(x, y) · R(x, y) (1)

where S(x, y) is an observed image, L(x, y) is the illumination,
which corresponds to the low-frequency information of the
image.R(x, y) is the reflection component, which corresponds
to the information of the image high frequency (e.g., texture
and edge information) and reflects the intrinsic nature of the
image. The aim of the retinex is estimated the illumination
and then remove the illumination to obtain the reflection
component.

The SSR cannot achieve dynamic range compression and
contrast enhancement of the image simultaneously. There-
fore, the MSR [37] was proposed. It can achieve dynamic
range compression and color fidelity by linear weighted
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fusion SSR of different scales.

Li(x, y) = Si(x, y) ∗ Gk (x, y) (2)

Gk (x, y) =
1

2πσ 2 e
−( x

2
+y2

2σ2
) (3)

RMSRi (x, y) =
k∑

n=1

ωkRSSRi

=

k∑
n=1

ωk{log Si(x, y)− log[Li(x, y)]} (4)

where i is one of the channels from R,G,B color space
in the image, k is the number of scales, the illumination
Li(x, y) can be approximated from Si(x, y) by a gaussian
filter convolution, RMSRi(x, y) is the processing result in the
ith channel, Gk (x, y) is a multi-scale gaussian function, and
ωk is the weighted factor. Considering the time complexity
and enhanced effect, the scale value k is usually set to be 3,
which is divided into three scales of low, medium and high,
with low scale is λ < 5, the medium scale is 5 ≤ λ < 10, and
high scale is λ ≥ 10.

Due to the color distortion of MSR, MSRCR introduces
a color recovery factor to avoid local contrast enhancement
and color distortion. Therefore, this paper adopts improved
MSRCR [47]. We proceed with the GIMP of image enhance-
ment algorithm from the perspective of quantification. In the
process of adjusting the color distortion, the mean and the
variance are used to obtain themaximum andminimumpixels
values on each channel, and a dynamic parameter is used
to make the color fidelity more adaptive to various scene
images. The calculative process as follows:

RMSRCRi (x, y)

= Ci(x, y)RMSRi (x, y) (5)

Min

= Mean(RMSRi )− Dynamic · Var(RMSRi ) (6)

Max

= Mean(RMSRi )+ Dynamic · Var(RMSRi ) (7)

RMSRCRi (x, y)

=

∑
i
255

·
{RMSRi −Mean(RMSRi )+ Dynamic · Var(RMSRi )}

2 · Dynamic · Var(RMSRi )
(8)

where the Dynamic is the dynamic factor (usually
Dynamic = 2), Mean and Var are the mean and variance of
pixel values, respectively.

For ensuring the range of pixel values in [0, 255], the
overflow judgment is added. It can be defined as follows:

RMSRCRi (x, y)


0 RMSRCRi (x, y) < 0
RMSRCRi (x, y) 0 ≤ RMSRCRi (x, y) ≤ 255
255 RMSRCRi (x, y) > 255

(9)

2) NOISE REDUCTION OF BILATERAL FILTERING
The goal of maintaining edges and filtering noise is achieved
by the bilateral filter [39], which requires the use of spatial
proximity and nonlinear combination of luminance similari-
ties to determine the weighted coefficients. The algorithm not
only solves the noise amplification but also extracts the detail
features and edge information for subsequent operation. The
specific definition is expressed as follows:

h(x) =
1
kr

∫
+∞

−∞

∫
+∞

−∞

f (ξ )s(f (ξ ), f (x))dξ (10)

h(x) =
1
kd

∫
+∞

−∞

∫
+∞

−∞

f (ξ )c(ξ, x)dξ (11)

where s(f (ξ ), f (x)) is the brightness similarity, kr (x) and kd (x)
are normalization coefficients, and c(ξ, x) is the euclidean
distance between ξ and x.

The bilateral filter can be expressed as an image pixel spa-
tial position and luminance similarity to calculate the weight
between adjacent pixels. The transfer function is expressed
as:

Bfi(x, y)=h(x)=
1
k(x)

∫
+∞

−∞

∫
+∞

−∞

f (ξ )c(ξ, x)s(f (ξ ), f (x))dξ

(12)

where Bfi(x, y) is the input function, and Bf ′i (x, y) is the
output function. Then the discrete form of the bilateral filter
is defined as:

Bf ′i (x, y) =
q∑

m=−q

q∑
n=−q

A[m, n, x, y]Bfi[x − m, y− n] (13)

where A[m, n, i, j] is a gaussian function, which is described
as:

A[m, n, x, y] =
exp(−m2

+n2

2σ 2d
−

(R[x,y]−R[x−m,y−n])2

2σ 2r
)

C[x, y]
(14)

where (x, y) is the current pixel, (m, n) is the neighboring
pixel, R(x, y) is the corresponding pixel value, σd is the spatial
domain filter standard deviation, and σr is the value domain
filter standard deviation.

The detailed derivation process of the bilateral filter is
shown in formula (13) and (14).

Bfi = B_filter(I ,G, Sigma_d, Sigma_r,filterRadius) (15)

The bilateral filter formula is (15), where i is the corre-
sponding image channel, I is the input image, G denotes the
guided image after I normalization, sigma_d is the kernel
parameter of time domain in spatial domain, sigma_r is the
intensity variation range of kernel parameter, and filterRadius
is the radius of the bilateral filter. It can be known from I that
the original image is firstly decomposed into three channels,
and then the R, G, and B channels are filtered. Note that the
detailed solution is reference [39].

BfR = B_filter(R,GR, Sigma_d, Sigma_r,filterRadius)
(16)
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BfG = B_filter(G,GG, Sigma_d, Sigma_r,filterRadius)
(17)

BfB = B_filter(B,GB, Sigma_d, Sigma_r,filterRadius)
(18)

where sigma_d=5, sigma_r=0.03 and filterRadius=15, they
are determined by large amount of experiments.

3) FEATURE EXTRACTION OF LAPLACIAN PYRAMID
To solve the problem of losing portion edge detail of the
image after the bilateral filter, and to obtain the detailed
feature information of different decomposition layers, the fol-
lowing methods can be adopted. First, the enhanced image of
MSRCR is decomposed into different spatial frequency bands
by laplacian pyramid. More edge information and detail
information are extracted by processing separately on each
spatial frequency layer. The above information is weighted
fused with the bilateral filtered image to enhance the detail of
image.

The laplacian pyramid was proposed by
Burt and Adelson [45] and evolved from gaussian pyramid.
First, the image is decomposed by gaussian pyramid, assum-
ing the original image is G and G0 is the 0th layer of the
gaussian pyramid. Gaussian low-pass filtering and interlaced
subsampling are performed on the original image to obtain
the first layer of the gaussian pyramid. Then the low-pass
filtering and downsampling of the first layer image are per-
formed to obtain the second layer of the gaussian pyramid.
Repeat the above process, a gaussian pyramid is constructed.
During the process, the construction of the gaussian pyramid
is given as:

GL =
2∑

m=−2

2∑
n=−2

ω(m, n)GL−1(2x + m, 2y+ n),

(1 ≤ L ≤ N , 0 ≤ x ≤ RL , 0 ≤ y ≤ CL) (19)

where N is the number of layer in the gaussian pyramid, RL
and CL are the numbers of row and column of the L th layer
in the gaussian pyramid, respectively, and ω(m, n) is a two-
dimensional low-pass filter. Gaussian pyramid consists of
G0,G1...GN , where G0 is the bottom of the pyramid.

The laplacian pyramid can be obtained by finding the
difference between every two layers of the image in the
gaussian pyramid. The interpolation method is performed by
the k th layer image Gk and Gk is enlarged to G∗k , so that the
size of Gk is the same as the size of Gk−1, and the specific
equation is expressed as:

G∗k (x, y) = 4
2∑

m=−2

2∑
n=−2

ω(m, n)G′k (
x + m
2

,
y+ n
2

),

(1 ≤ L ≤ N , 0 ≤ x ≤ Rk−1, 0 ≤ y ≤ Ck−1)
(20)

where Gk is the k th layer of the pyramid, G∗k is the expanded
image ofGk , the imageGk−1 of the k−1th layer is expressed
by:

LPk−l = Gk−l − G∗k (21)

formula (21) generates the k − 1th layer of the Laplacian
pyramid. Since Gk is low-pass filtering and downsampling
by Gk−1, the details of Gk are significantly less than Gk−1.
Therefore, the details of G∗k are obtained by Gk interpolation,
which are still less than Gk−1. LPk−1 is the differentials
between G∗k and Gk−1, it not only reflects the differential
between the different layers of gaussian pyramidGk andGk−1
but also includes the high-frequency information lost during
Gk−1 re-blurring and downsampling. The laplacian pyramid
is defined as:{

LPk = Gk − G∗k , (0 ≤ k ≤ N )
LPN = GN , (k = N )

(22)

where N is the top layer number of the laplacian pyramid,
LPL is the L th layer image of the laplacian pyramid, and
LP0,LP1...,LPL ...,LPN constitute the laplacian pyramid.
The laplacian pyramid formula is defined as:

LLi = LLS(Bfi,RMSRCRi ,Layers, Sigma1,Radius1, Sigma2,

Radius2, λ) (23)

where Bfi is the bilateral filter image, RMSRCRi is the enhance-
ment image of MSRCR, Layers is the number of layer in the
pyramid, Sigma1 is the scale of the first pyramid, Radius1
is the radius of the first pyramid, Sigma2 is the scale of the
second pyramid, Radius2 is the radius of the second pyramid,
and λ is the detail weight coefficient. The expression after the
laplacian pyramid for RMSRCRi using the each channel from
RGBcolor space is as defined in formula (24)(25)(26):

LLR = LLS(BfR,RMSRCRR ,Layers, Sigma1,
Radius1, Sigma2,Radius2, λ) (24)

LLG = LLS(BfG,RMSRCRG ,Layers, Sigma1,
Radius1, Sigma2,Radius2, λ) (25)

LLB = LLS(BfB,RMSRCRB ,Layers, Sigma1,
Radius1, Sigma2,Radius2, λ) (26)

The selection of the parameters is based on a large number
of experimental results, such as Layers = 3, Sigma1 = 5,
Radius1 = 5, Sigma2 = 10, Radius2 = 8 and λ = 2.5.
The improved laplacian pyramid firstly downsamples the

Layer , Layers of two different scale gaussian pyramids of
RMSRCRi and then obtains two Layer gaussian pyramids to
differentiate and then obtains the laplacian pyramid detail
image. Then, the preset detail weight coefficient λ(λ > 1) is
added to the bilateral filter image to obtain a detailed image
of the laplacian pyramid.

LLi(x, y) = λ · LPLayersi + Bfi (27)

B. COLOR ENHANCEMENT
The MSRCR [38] can enhance the contrast and the details of
the image effectively. The illumination is directly removed,
it shows an over-enhancement phenomenon to some extent.
Therefore, we use the gamma correction to compensate for
the image of the illumination. Adding the corrected illumi-
nation back to the reflected component is a complementary
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process that ensures the enhanced image with better natural
properties [43], [44].

The quality of each image is different in the practical
application process. The classical gamma correction algo-
rithm [42] redistributes pixel values by fixed parameters
in the global range. Parameters of setting manually are
difficult to improve the quality of each image due to the
correction parameters for each image are different. Therefore,
the parameter γ should be adaptively changed by the
change in the pixel value. The classical gamma correction
is defined as:

L ′ = W (
L
W

)
1
γ (28)

where r is an adjustable parameter, L ′ is the corrected pixel
value, L is the current pixel value, and W is the maximum
pixel value in an 8-bit image (usually set to be 255).

In view of the above problem, a fast gamma transform
algorithm is proposed to avoid the defects of manually con-
figurable fixed certain parameters, when r<1 the mean value
of the image pixel values is in [0, 127]. The image pixels
are located in the low pixel value area, at which the dynamic
range is expanded, the contrast of the image is enhanced, and
the pixel value of the overall image is increased. In the image,
the average pixel values is in [127, 255] when r>1. The image
pixel is in the high pixel value area, at which the dynamic
range is expanded, the contrast of the image is enhanced, and
the pixel value of the overall image is reduced.

Firstly, we obtain the image pixel value, then obtain the
average of the illumination pixel value. Finally, determine the
value of the parameter r by the ratio of N .

sum = m · n · p (29)

γ =

m∑
x=1

n∑
y=1

p∑
z=1

L(x, y, z)

sum · N
(30)

Gai = L ′i (x, y) = c[Li(x, y)]γ (31)

where r is the correction parameter, L ′i (x, y) is the channel of
the illumination image, sum is the total number of pixels in the
image L, m and n are the row and column of the illumination
image, p is the number of channels of the illumination image,
p=3 is the color image, p=1 is the gray image, N is the
threshold for judging the brightness of the image(usually
set N is 127), and c is a constant.
For maintaining the color naturalness and fidelity of defog-

ging image, the corrected illumination image is added to the
reflected component image. The color corrected image is
expressed as:

S ′i (x, y) = Gai(x, y) · LLi(x, y) (32)

where S ′i denotes the color corrected image.

C. LINER WEIGHTED FUSION
The linear weighted fusion is organized as follows:

Step 1: According to II. A 1), we can obtains RMSRCRR ,
RMSRCRG andRMSRCRB that are enhancedR, G, andB channels
by MSRCR.
Step 2: According to II. A 2), we can obtains BfR, BfG and

BfB that are denoised R, G, and B channels by the bilateral
filter.
Step 3: In term of II. A 3), we can obtains LLR, LLG, and

LLB that are detailed each channel from RGB color space by
laplacian pyramid.
Step 4: According to II. B, we can obtains GaR, GaG,

and GaB that are corrected R, G, and B channels of the
illumination byGamma correction. Adding the corrected illu-
mination of the color corrected images back to the reflection
component, S ′R, S

′
G and S ′B are obtained.

According to Step3 and Step4, the detail enhancement
image and the color corrected image are obtained, and then
each channel form RGB color space is linearly weighted
fusion. The equation is concluded as:

ResultR(x, y) = α · LLR(x, y)+ (1− α) · S ′R(x, y) (33)

ResultG(x, y) = α · LLG(x, y)+ (1− α) · S ′G(x, y) (34)

ResultB(x, y) = α · LLB(x, y)+ (1− α) · S ′B(x, y) (35)

where ResultR(x, y), ResultG(x, y), and ResultB(x, y) repre-
sents the enhanced images of R, G, and B channels, α is the
weight coefficient and set α ∈ (0, 1).

III. RESULTS AND DISCUSSION
A. MULTI-SCALE CONVOLUTION PROCESS
In this paper, the multi-scale convolution of the LP_MSRCR
is used to estimate the illumination of the image, which
directly affects the extraction of the image reflection com-
ponent. The single-scale edge feature extraction algorithm
cannot obtain edge and detail information at different scales
when the illumination is estimated. Therefore, multi-scale
convolution kernels are used to obtain more detail feature
estimate of the illumination and reflection component.

Figure. 3 shows the result of the image of the illumi-
nation and reflection component under different smoothing
weighted factor σ . Considering the time complexity and the
effect of the experiment, this paper chooses to use the three-
layer convolution to extract the features with different scales.
As R changes from a low-scale σ = 5 to a high-scale σ = 20,
the edge details of the illumination and reflection component
are reduced gradually, but the color of the reflection com-
ponent is more abundant. Single-scale feature extraction is
difficult to obtain edge feature information and texture detail
information at different scales. Therefore, multi-scale convo-
lution is used to estimate the illumination. The convolution
smoothing weighted factor σf of different scales are used to
estimate the illumination, where σf < σf+1, f = 1, 2, ..., k
and k is the number of convolution filters. The k is set to
be 3, σf+1 = 2σf in this paper, the three smoothing weighted
factors at multi-scale are σ1 = 5, σ2 = 10, σ3 = 20, respec-
tively. Through the experiment, the detail information of illu-
mination is not obviouswhen σf > 20. Therefore, the average
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FIGURE 3. Image illumination and reflection component of smooth weighted factors at different scales. From left to right: the first column is the
illumination and the reflection component image of σ1 = 5, the second column σ2 = 10, the third column σ3 = 20, the fourth column is the illumination
and the reflection component image after multi-scale mean.

FIGURE 4. (a) The foggy image. (b) the image of the removal BF (Bilateral Filter). (c) the result by the LP_MSRCR. (d) the patch from the foggy image.
(e) the patch from the images by removal BF. (f) the patch from the images by LP_MSRCR.

of the extracted edge feature information under three different
scales to estimate the illumination. The reflection component
is obtained by equation (14).

B. BILATERAL FILTER NOISE PROCESS
In order to verify the effectiveness of each processing step
of the LP_MSRCR, it will be divided into four sections.
As shown in Figure.2, MC represents Multi-channel con-
volution and MSRCR enhancement, BF represents Bilateral
Filtering processing, LP represents laplacian pyramid
processing, GA represents Gamma Correction processing.

Due to the retinex algorithm is used to achieve image detail
enhancement, the stretch of the darker areas of the image is
larger than the brighter areas. During image contrast enhance-
ment, noises were amplified. Therefore, it is necessary to
remove the noise of the enhanced image. The reflection
component image contains much high-frequency information
such as edge detail and noise, thereby the bilateral filtering
process on the reflection component image can effectively

eliminate noise. Therefore, the process of the reflection com-
ponent image can eliminate noise effectively. To verify the
effect of the bilateral filter (BF), we compare BF removal with
the enhanced effect on the image of LP_MSRCR.

These images are shown in Figure. 4, the original images
of the A and B, and defogging results by LP_MSRCR,
the images are acquired by removal BF, the local ampli-
fication result of the red rectangle of the foggy images,
defogging images are acquired by LP_MSRCR, and removal
BF. Compared with the original image, the image contrast
and the image detail are enhanced by LP_MSRCR, and the
images are acquired by removal BF. By comparing with
the image detail, it is obvious that there is more noise of
the purple coral in the A scene and the front windshield
of the bus in the B scene after BF removal.

C. LAPLACIAN PYRAMID DETAIL PROCESS
The core of the image enhancement is the detail enhance-
ment, and the reflection component contains the local edge
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FIGURE 5. (a) The foggy image. (b) the result image by removal LP. (c) the result image by LP_MSRCR. (d) the patch from the foggy image. (e) the patch
from the image by removal LP(Laplacian pyramid). (f) the patch from the image by LP_MSRCR.

FIGURE 6. (a) The foggy image. (b) the result image by removal GA. (c) the defogging image by LP_MSRCR. (d) the patch from the foggy image. (e) the
patch from the image by removal GA. (f) the patch from the image by LP_MSRCR.

information and details of the image. Because of the bilat-
eral filter denoising will cause partial edge information loss.
Therefore, the LP_MSRCR obtains the edge information
from the image by MSRCR. Meanwhile, the bilateral filter
image is served as the laplacian pyramid input image. This
operation not only achieves image smooth and denoising but
also obtains edge and detail information.

The images are shown in Figure.5, the original images
of the A and B, and results by LP_MSRCR, the images
are acquired by removal BF, the local amplification results
in the red rectangle of the original images, LP_MSRCR,
and removal LP. The contrast and detail of the image by
LP_MSRCR are superior to the original image, and the
images are acquired by removal LP, the edge texture details of
the orange car in the A scene and the runway texture in the B
scene can be clearly observed, it shows that the LP_MSRCR
is better than the removal LP. In general, it can be verified
that the laplacian pyramid can effectively improve the image
detail information.

D. GAMMA CORRECTION PROCESS
The MSRCR is used to estimate the illumination, but directly
removing the illumination will have an over-enhancement.
For addressing the problem, we add the corrected illumi-
nation back to the reflection component, which realizes the
illumination compensation and ensures that the enhanced
image with better natural properties. To ensure the color
constant of the image enhancement and compensate for the
color distortion caused by the image contrast enhancement of
the local field. The gamma algorithm is used to correct image
brightness. In this way, image contrast is enhanced, and image
edge detail information is highlighted.

These images are shown in Figure.6, the foggy image of
the A and B scenes, the image processed by LP_MSRCR,
the result of the removal GA, the detail image of the origi-
nal image, the detail image by LP_MSRCR, and the detail
image by the removed GA. The overall contrast of the images
processed by LP_MSRCR and removal GA is superior to
the foggy image. By comparing the detail image by the
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FIGURE 7. Comparisons of images of various defogging algorithm and their 3D RGB color model. (a)Input foggy images. (b)SSR results. (c) MSR
results. (d) MSRCR results. (e) He et al. [10]. (f) Wang et al. [10]. (g) Cai et al. [21]. (h) Zhu et al. [49]. (i) Meng et al. [50]. (j) our results.

LP_MSRCR and the image of removal GA in two scenarios,
the coral texture details in the A scene and the terrain regions
in the B scene can be observed in the LP_MSRCR detail
image. That is to say, the edge details by the LP_MSRCR are
more obvious. The comparison and analysis of experiment
shows that the gamma correction can improve the image
details effectively.

E. SUBJECTIVE COMPARISON WITH CLASSICAL AND
STATE-OF-THE-ART METHODS
In this paper, the LP_MSRCR based on retinex of laplacian
pyramid is proposed. The core of LP_MSRCR is to solve
the problem that image enhancement cannot retain image
color and detail information simultaneously. We analyzed
the subjective results of the LP_MSRCR and selected four
different scene images from the common datasets. The foggy
images contain fish, traffic, road, and airport. The defogging
results and 3D color model images are shown in Figure.7.

We compare the performance of the LP_MSRCR with
various classical image defogging methods and state-of-
the-art methods. Traditional methods include SSR [36],
MSR [37], and MSRCR [38]. Five state-of-the-art methods
include He et al. [20], Wang et al. [10], Cai et al. [21],
Zhu et al. [49], and Meng et al. [50]. The comparative anal-
ysis with the above methods proves the superiority of the
LP_MSRCR.

Figure.7 shows the result images and 3D color model of
the images using various defogging methods under differ-
ent foggy scenarios. The effects of the defogging images
are shown in Figure.7 (b-j). In addition, these methods can
enhance dark regions, improve global contrast, and preserve
local detail information. Figure.7 (b) and (c) are the results
of the defogging images by SSR [36] and MSR [37], which
haven’t sufficiently sharpened of edge. The details of the
highlighted area have not been improved.

The details of the highlighted area have not been improved,
so the results appear color casts, such as the purple image
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FIGURE 8. From up to down: the original images and the defogged images are obtained by LP_MSRCR operation. (a) and (b) are obtained in low
concentration scenes; (c) and (d) are obtained in middle concentration scenes; (e) and (f) are obtained in high concentration scenes.

of the fish image, the white phenomenon of the road and
airport image. The images which acquired by He et al. [20],
and Cai et al. [21] are appeared in Figure.7 (e) and (g).
The halo artifact of the defogging image is obvious, besides
color cast. Such as the color of the Fish image appears
dark green, the halo artifact appears in the distant image of
the Traffic image, the color of the sky in the Road image
is distorted. Figure.7 (h) shows the result of defogging by
Zhu et al. [49]. It is clear that the effect of the defogging image
is poor and overall slightly green. The detail information of
the defogging image is lost. Figure.7 (i) shows the result of
defogging Meng et al. [50]. It can be seen that this method
has halo artifacts and overexposure. Although this method
can enhance the contrast of the image, it is difficult to pre-
serve image naturalness. Figure.7 (d), (f) and (j) are fog-free
images by MSRCR [38], Wang et al. [10], and our method.
Obviously, these methods achieved image defogging, effec-
tively suppress halo artifact, meanwhile preserving color.
However, Wang et al. [10] method cannot preserve the color
naturalness. Figure.7 (j) is the result of the defogging image
by the proposed method. Our proposed method can achieve
color enhancement and detail information enhancement by
analyzing the 3D color model. The proposed method can
obtain a clear and natural defogging image, and it outper-
forms other methods.

In figure 7, it is obvious that our method can effec-
tively remove fog. However, compared with the effect image,
the defogging effect in the middle part of the image is better,
but the defogging effect around the images is not satisfying.
The reasons are concluded as follow:

In the close scene, the scene contains rich colors and
details. The multi-scale retinex with color restoration can
enhance color. At the same time, it can effectively improve
the contrast of the image and enriche global detail. Because
Laplacian has the advantages of extracting global con-
tour information and local detail texture, the Laplacian

is adopted for enhancing local detail, which can effec-
tively highlight detailed features. Therefore, our method
has a quite satisfying enhancement effect in the close
scene.

In the far scene, since the sky area is highly similar to
the thick fog, compared with the enhancement effect of the
close scene, the enhancement effect of the far scene is not
satisfactory. Based on the above problems, our method uses
the Retinex method to blend with the Laplacian method. For
global information, it needs to obtain rich color and detail
information in the process of image defogging.

In this paper, the thick fog images under different scenes
are selected, and after a lot of experimental verification,
the method shows a good enhancement effect under a
particular scene or a specific area.

To verify the concentration of the fog affecting the accu-
racy of the algorithm, we choose six images in three levels
of concentration the fog, include low, mid, and high con-
centration. From up to down, the first row shows the orig-
inal images, the second row shows the result images by
LP_MSRCR. The three levels of concentration of the fog
images are selected as the test sample, the defogged result
images, as shown in the second row of Figure. 8. In the second
row, we can clearly see that the defogged image has better
visual effects and sharpness by our method in different foggy
environments.

F. OBJECTIVE COMPARISON
1) OBJECTIVE METRICS
In order to ensure fair evaluation, we objectively analyze the
experimental results of the classical methods, state-of-the-art
defogging methods, and our method with different scenarios.
The three most widely used objective evaluation indicators:
average gradient (AG) [51], information entropy (IE) [52] and
edge gradient (EG) [46].
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TABLE 1. The objective results of defogging images of Figure.7.

The AG is expressed by:

AG =
1

(M − 1)(N − 1)

M−1∑
i=1

×

N−1∑
j=1

√
(f (i+1, j)− f (i, j))2+(f (i, j+1)− f (i, j))2)

2

(36)

where f is the input image, and M is the width of f ,
N is the height of f . AG reflects the change of the detail
information. It represents the rate of density change of the
image in multi-dimensional direction, which represents clar-
ity of the defogged image. The defogged image has more
clarity when the AG value is larger.
The IE is described as:

IE = −
n∑
i=0

pilog2pi (37)

where n is the total number of grayscale level, i is the pixel
value, pi is the probability of occurrence of a pixel value
which is determined by the ratio of the number of a pixel
value i to the total number of pixels. The IE is the average
information of the image, which is used to describe the pixel
distribution and aggregation features of the image. The larger
of the IE value represents that the color information of the
images is richer.
EG reflects the changes of edge gradient. The EG repre-

sents a significant level of change in pixel value near the pixel
of the step change. The larger of the EG value, the better of
the edge retention capability. We define EG as:

EG =

n∑
i=1
|E1 − E2|enhancement

n∑
i=1
|E1 − E2|original

(38)

where n is the total number of the pixels in the image, E1 is
the pixel value of adjacent cells, the same to E2.

2) EVALUATION RESULTS AND ANALYSIS
In order to avoid inequity in subjective visual Metrics,
objective and fair analysis of different evaluation methods
are needed. Therefore, an objective analysis is adopted to
evaluate the image effect of the selected algorithm. The
average gradient, information entropy, and edge intensity of
Figure. 7 are shown according to formula (36), (37), and (38),
respectively. All experimental results are recorded in Table 1.

In term of the data analysis of Table 1., we com-
pare the three objective metrics values of the defogged
image processed by SSR, MSR, MSRCR, He et al. [20],
Wang et al. [10], Cai et al. [21], Meng et al. [50], and our
algorithm. Our method is superior to the original image from
the objective metrics and subjective analysis. It indicates
that details and contrast of the images can be greatly extent
improved by our method. The Fig.7-fish(h) is enhanced by
Zhu et al. [49]. The AG and IE are barely inferior to the
original image in Figure.7-fish (a). Therefore, Zhu et al. [49]
are not suitable for applying to underwater images.

As we can see, the algorithms of Zhu et al. [49] and
Cai et al. [21] perform poorly, the results with halo artifacts
and color distortion. The richness of image detail informa-
tion determines the IE value. The IE values of two meth-
ods are lower than another state-of-the-art. He et al. [20]
and Meng et al. [50] can enhance image contrast but
over-enhancement. Some quantitative metrics are inferior to
Wang et al. [10]. The LP_MSRCR based on MSRCR is
proposed for the purpose of obtaining the enhanced images
with clearer and higher contrast. As a whole, our method
outperforms other classical and state-of-the-art algorithms in
three objective metrics. The experimental results demonstrate
the effectiveness of our method can be applied to image
defogging.

IV. CONCLUSION
We proposed a retinex-based laplacian pyramid method for
image defogging, which combines the advantages of multi-
scale convolution and laplacian pyramid detail enhancement.
We extract the detail information by multi-scale convolution
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and use the improved laplacian pyramid to enhance the edge
detail of the image. In order to avoid over-enhancement since
the illumination is directly removed, we add the corrected
illumination back to the reflection component as a comple-
mentary process, which has better natural performance. From
the subjective and objective evaluation, the method effec-
tively enhances the edge detail information and preserves the
color consistency of the image. We provide a novel solution
for image defogging, but there are some places need to be
improved. On the one hand, most of the parameters are set
empirically, which can be applied to image defogging of
some scenes. However, since some parameters cannot be
adaptively adjusted, satisfactory defogging effects cannot be
guaranteed. On the other hand, the complexity of calculating
will be higher due to uses multi-scale gaussian convolution
and bilateral filter. We will research these issues in future
work.
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