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ABSTRACT The integration of satellite and terrestrial 5G networks aims to provide ubiquitous coverage,
improve service reliability, and enable the network scalability. However, the inherent characteristics of
satellite channels bring challenges on the air interface design of integrated terrestrial-satellite networks.
For example, for low earth orbits (LEO) mobile satellite communication (SatCom) system, it is unclear so
far whether the 5G new radio (5G-NR) synchronization signals could meet the requirement of timing and
frequency offset estimation in the presence of large Doppler shifts. In this paper, we investigate time and
frequency synchronization for the downlink transmission of 5G-NR signals over LEO satellite channels.
Starting from the maximum log-likelihood criterion for timing offset estimation given the observation of
the received primary synchronization signals (PSS), we derive an upper bound of the objective function
for simplicity. With a priori information that the maximum Doppler shift of LEO satellite-ground link
is within a specific range, we construct the local synchronization sequence via using the modulated
discrete prolate spheroidal sequences (DPSS) vectors. Then the timing offset estimation can be recast
into a one-dimensional peak search problem. Moreover, the cyclic prefix (CP) structure of orthogonal
frequency division multiplexing (OFDM) can be utilized to improve the estimation performance further.
Once the timing and frequency offset are captured in the above initial synchronization phase, the tracking
synchronization can be much simplified as the variation of both the timing and frequency offset is very
small between two adjacent synchronization blocks. Simulation results show that by using the proposed
algorithms, the 5G-NR signals can achieve near optimal downlink time and frequency synchronization in
typical LEO SatCom systems.

INDEX TERMS LEO satellite, 5G integrated network, time and frequency synchronization, Doppler shift.

I. INTRODUCTION
An integrated satellite-terrestrial communications network
can take the advantages of both the satellite and the land
mobile communications and thus can provide genuine ubiq-
uitous coverage [1]–[4]. As the land mobile communica-
tions networks come into the 5G era, there has recently

The associate editor coordinating the review of this article and approving
it for publication was Qilian Liang.

been a considerable research effort on defining an integra-
tion architecture of satellite communication (SatCom) and
5G networks [5]–[8]. In particular, aiming to foster the roll
out of 5G service in un-served areas, reinforce the 5G ser-
vice reliability, and to enable the scalability of 5G net-
works, the 3rd generation partnership project (3GPP) has
been actively launched an study item on supporting non
terrestrial networks with 5G New Radio (NR) [9]. In such
integrated satellite-terrestrial networks, a major challenge to
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the user equipment (UE) is the requirement of exploiting both
satellite and terrestrial links. Consequently, the air interface
design of the satellite component should maximize utilization
of the technology commonalities with the terrestrial systems,
so as to reduce the implementation costs and simplify the
interactive procedures.

As the basic waveform of 5GNR, the orthogonal frequency
division multiplexing (OFDM) may suffer from the large
carrier frequency offset (CFO) that destroys the orthogonality
among all subcarriers and results in severe intercarrier inter-
ference (ICI) and intersymbol interference (ISI) [10], [11].
Meanwhile, the downlink timing synchronization of UE,
which serves as the first stage to establish a communica-
tion link with the base station, will directly determine the
performance of initial cell search in 5G networks [12]. The
5G NR synchronization signals have therefore been designed
primarily for the ground wireless environments to acquire
the timing and frequency offsets. However, in low earth
orbits (LEO) satellites based mobile communication environ-
ments, the high-speed relative motion between the satellite
and the UE generates a large Doppler frequency shift, some-
times greater than a couple of subcarrier spacing [13], [14].
Such significant differences between the satellite-to-ground
channel and the groundwireless channel raise a question: how
to achieve accurate timing and frequency synchronization in
the satellite-to-ground channel only with 5G NR synchroniza-
tion signal? This paper will try to provide an answer.
The timing and frequency offset estimation for OFDM

transmission that have been investigated and developed
over the past decades can be classified into three cat-
egories, namely the auto-correlation based estimation
algorithms [15]–[24], the cross-correlation based estimation
algorithms [25]–[29], and a combination thereof [30], [31].
The auto-correlation based estimation algorithms usu-
ally exploit the cyclic prefix (CP) structure of OFDM
transmission to recover the timing and carrier frequency
offset [19]–[24]. As the CP is added in a symbol by symbol
manner, these algorithms are suitable for the scenarios where
only the fractional frequency offset exists, i.e., the case
where the CFO is less than one subcarrier spacing. For the
cases where the CFO is larger than a couple of subcarriers,
custom-designed synchronization signals with the repetition
structure in the time domain are proposed for time and fre-
quency synchronization [15]–[18]. In current terrestrial cel-
lular communication systems, e.g., long term evolution (LTE)
and 5GNR, the cross-correlation based estimation algorithms
are used in the downlink timing and CFO estimation, with
the help of specifically defined primary synchronization sig-
nals (PSS) [26]–[29]. However, these existing algorithms are
designed particularly for the ground wireless channels with
relatively low mobility, and their performance may degrade
in the presence of large CFO in LEO satellite-to-ground links.
To the best of our knowledge, little efforts have been put on
the investigation of the downlink timing and CFO estimation
algorithms in satellite-to-ground wireless channels with only

the PSS of terrestrial cellular communication systems. This
is the motivation for our work.

In the LEO communication system, Doppler frequency
shift varies continuously between the maximum and the
minimum value during a short period namely the visibility
window, which is an only period that the satellite is visible
to a ground UE [13]. It is therefore necessary to develop an
accurate and fast synchronization algorithm in LEO scenario
where large CFO exists. In this paper, we investigate the time
and frequency synchronization in the downlink transmission
and propose the timing and frequency offset estimation meth-
ods for the 5G integrated LEO mobile SatCom system. The
major contributions of this paper are summarized as follows.
• Starting from the maximum log-likelihood criterion for
timing offset estimation given the observation of the
received PSS, we developed an upper bound of the
objective function to allow a solvable optimization prob-
lem. For initial timing and frequency synchronization,
the timing offset estimation is recast into a single vari-
able optimization based on the fact that the Doppler
frequency shift is limited and varies continuously during
the visibility window.

• The modulated prolate spheroidal sequences (DPSS)
are employed to develop a compatible implementation
architecture of timing and frequency synchronization
with conventional cross-correlation methods. The pro-
posed method shows robust performance in the presence
of a large Doppler frequency shift.

• We utilize the inherent CP structure of OFDM as auxil-
iary information to improve the performance of timing
and frequency offset estimation. Meanwhile, with esti-
mating a fractional frequency offset by the CP structure,
the computational complexity of CFO estimation is fur-
ther reduced.

• Based on the property that the Doppler shift and timing
offset vary slightly between successive synchronization
blocks in LEO satellite-to-ground channels, the com-
putational complexity of timing and frequency offset
estimation are simplified in the tracking synchronization
phase.

The rest of this paper is organized as follows. Section II
introduces a typical architecture of 5G integrated LEO Sat-
Com and the time and frequency synchronization issue.
Section III presents the proposed time and frequency syn-
chronization algorithms in initial synchronization. Section IV
presents the proposed timing and frequency offset estima-
tion algorithm in tracking synchronization. Simulations are
contained in Section V. Finally, the conclusion is drawn
in Section VI.

We use the following notation throughout the paper: ̄ =
√
−1 denotes the imaginary unit. IN denotes the identity

matrix of order N . Upper case boldface letters and lower case
boldface letters are used for matrices and column vectors,
respectively. The superscripts (·)H , (·)T , (·)−1 and (·)∗ denote
the conjugated-transpose, transpose, inverse and conjugate
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operations, respectively. We employ [a]i and [A]ij to denote
the i-th element of the vector a, and the (i, j)-th element of
the matrix A, respectively. The notation Re {·} stands for the
real part of a complex-valued quantity, and arg (·) denotes
the phase of its argument. The notation E {·} denotes the
mathematical expectation operator. We use a � b to denote
the Hadamard product of two vectors a and b of the same
dimensions and use 〈·〉N to denote the modulo-N operation.
Finally, all estimated parameters are described as

(
·̂
)
.

II. SYSTEM MODEL
A. 5G INTEGRATED LEO SATCOM
An essential feature of the 5G integrated LEOSatCom system
is the ability to provide seamless service for 5G UE while
roaming between the terrestrial and the satellite backhauled
cells. Hence a key requirement for UE is the flexibility to
support satellite and terrestrial dual-mode communication,
as shown in Fig.1.

FIGURE 1. 5G Integrated LEO SatCom architecture.

For such an architecture, when UE is located in a
high-density deployment of small cells like urban areas,
the communication is largely based on the terrestrial link,
while LEO satellite solutions can provide additional capacity
for supplementation. In the rural and isolated regions outside
the coverage areas of the terrestrial cellular communication
system, LEO satellite links are able to deliver reliable con-
nectivity to support the expansion of 5G systems. It should
be noted that both terrestrial and satellite access links are
expected to be implemented by 5G-NR air interface and thus
no additional network infrastructure, as well as separately
interactive procedures design, are required. This shows that
the integration of the air interface design between the ter-
restrial and the satellite links can significantly bring down
the deployment cost and implementation complexity of an
integrated satellite-terrestrial network.

B. VARIATION OF THE DOPPLER SHIFT AND DELAY
In LEO mobile SatCom system, the satellites usually move
along an approximately circular orbit of an altitude between
200km and 2000km. As the coverage of a LEO satellite is
decided by the elevation angle, the satellite can communicate

effectively with the UE only within a small percentage of
the orbit period, namely the visibility window [13]. The
Doppler shift fd depends on the relative tangential velocity
of the satellite with respect to the UE v, and the carrier
frequency fc, i.e.,

fd = fc
v
vc

(1)

where vc is the speed of light. On the other hand, the fast
relative movement between the satellite and the UE can cause
variation of the propagation delay between the successive
radio frames as well.

FIGURE 2. Doppler shift and communication delay variation
characterization curves with the maximum elevation angle
βmax = 30◦, 45◦ and 90◦.

Consider a LEO mobile SatCom system with a carrier fre-
quency of 2.6GHz, a 600km altitude orbit, and the minimum
elevation angle and the down-tilt angle being 10◦ and 60◦,
respectively, Fig.2 presents the Doppler shift value and the
variation of propagation delay during the visible window.
Three UE locations are observed with their maximum eleva-
tion angle being 30◦, 45◦, 90◦, respectively. It can be observed
that both theDoppler shift and the propagation delay variation
are S-shaped curves as a function of time and the maximum
elevation angle. The maximum absolute values of Doppler
shift and propagation delay variation are about 55kHz and
20µs/s, respectively. For Ka-band LEO SatCom systems,
there may exist a Doppler shift larger than 600kHz in the
satellite-to-ground link.

Notice that the maximum values of the Doppler shift,
the variation of the Doppler shift, and the variation of the
propagation delay within the visibility window are deter-
mined by the parameters of the satellite orbit and UE loca-
tions. In this work, such characteristics will be utilized to
develop the timing and frequency synchronization algorithm.

C. 5G NR SYNCHRONIZATION SIGNAL
CP-OFDM has been adopted as the basic waveform for 5G
NR due to its high spectrum efficiency, and a frame structure
compatible with the LTE system [32]. On the other hand,
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FIGURE 3. Doppler shift variation characterization curves with the
maximum elevation angle βmax = 30◦, 45◦ and 90◦.

TABLE 1. Parameters of the frame structure in NR.

the length of the slot and OFDM symbol are variable and
dependent on the chosen subcarrier spacing and CP type,
which are shown in Table 1, where fscs denotes the subcarrier
spacing, N subframe

slot and N slot
symb denote the number of slots in

one subframe and the number of OFDM symbols in one slot,
respectively.

In the case that the subcarrier spacing is 30kHz, the cor-
responding frame structure is shown in Fig.4. In NR, the
so-called synchronization signal block (SSB) is introduced,
comprising the PSS, the secondary synchronization sig-
nals (SSS) and the physical broadcast channel (PBCH) sig-
nals. The UE can achieve time-frequency synchronization
and acquire cell ID and other basic system information
through the detection of the SSB. The PSS sequence occupy-
ing Npss subcarriers in the frequency domain is generated by

d (k) = 1− 2x
((
k + 43N (2)ID

)
Npss

)
(2)

where k = 0, 1, . . .Npss − 1, Npss = 127 and N (2)ID represents
the physical-layer identity in the range of 0 to 2 in order to
avoid collision of the same PSS from neighboring cells. The
sequence x (p) is recursively generated as follows

x (p+ 7) = (x(p+ 4)+ x(p))2 (3)

where the initial value of x (p) is given by

x (p) =

{
0, p = 0, 3,
1, p = 1, 2, 4, 5, 6.

(4)

FIGURE 4. The frame structure of 5G NR for normal CP when the
subcarrier spacing is 30 kHz.

Note that x (p) is a m-sequence with a period of 127, which
is favored for synchronization purposes due to its good
correlation performance [33]. After mapping the length-Npss
m-sequence d(k) onto the appropriate subcarriers in fre-
quency domain, the desired discrete time-domain PSS spss (n)
can be defined as an OFDM symbol using an N -point inverse
fast Fourier transformation (IFFT) as follows

spss (n) =
1√
Npss

k0+Npss−1∑
k=k0

d (k − k0)ē2πn(k−k0)/N (5)

where n = 0, 1, . . . ,N − 1 and k0 denotes the starting point
of OFDM symbol in the frequency domain. In addition, a CP
should be added to spss (n) before transmission.

D. TIMING AND FREQUENCY OFFSET
In the downlink of the 5G integrated LEO SatCom system,
5G NR CP-OFDM signals are assumed to be employed. Let
N and Ng denote the number of subcarriers and length of
CP, respectively. After inserting the CP at the beginning of
each OFDM symbol to prevent ISI and preserve the mutual
orthogonality of subcarriers, the m-th OFDM symbol sm (n)
for n = 0, 1, . . . ,N + Ng − 1 is transmitted through the
channel. Then, the received signal rm (n) can be given by

rm (n) = ē2πnε/N
L−1∑
l=0

h (l)sm (n− θ − l)+ z (n) (6)

where ε is the normalized carrier frequency offset with
respect to the subcarrier spacing, θ is the integer normalized
symbol timing offset with respect to the sampling interval,
h(l) denotes the impulse response of a multipath channel with
L uncorrelated taps, and z (n) is the additive white Gaussian
noise (AWGN) with zero mean and variance σ 2

z . To avoid ISI,
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the channel length is assumed to be less than the CP length,
i.e., L < Ng.
After removing the CP, the received sequence rm (n) can

be stacked and represented in the vector form as

rm = D (ε)Smh+ z (7)

where rm is a N × 1 vector with the i-th element
being rm(θ + Ng + i) for i = 0, 1, . . . ,N − 1, h =

[h(0), h(1), . . . h(L − 1)]T , the frequency offset matrix
D(ε) ∈ CN×N is diagonal with its n-th element being
ē2πε(θ+Ng+n−1)/N , z is the AWGN noise vector with zero
mean and covariancematrix σ 2

z IN and Sm is aN × L circulant
matrix formed by transmitted signal sm(n) for n = Ng,Ng +
1, . . . ,N + Ng − 1.

The timing and frequency synchronization aim to get the
estimates of the unknown parameters θ and ε by exploiting
the observation rm (n) at the receiver. However, on account of
the large Doppler frequency shift in satellite-ground links and
the unknown channel coefficient h, the estimation becomes a
challenging task. Based on the Doppler shift characteristics
and synchronization signal model given in this section, our
research focuses on time-frequency synchronization prob-
lems under large frequency offset in the following.

III. INITIAL SYNCHRONIZATION
The initial synchronization is to estimate the timing and
frequency offset without any prior information. To this end,
both the PSS and the CP of OFDM can be utilized. In this
section, we first develop a new timing and frequency offset
estimation algorithm only with the PSS, then investigate how
to utilize the CP to improve the performance further.

A. INITIAL SYNCHRONIZATION ONLY WITH PSS
Without loss of generality, we assume that the PSS is trans-
mitted on the first OFDM symbol, which leads to

r0 = Xh+ z (8)

where X is defined as X = D (ε)S0 for notational clarity.
Note that SH0 S0 = N IL since the PSS is generated by the
m-sequence with the property of cyclic autocorrelation.

Since the joint estimation of θ , ε and h is computationally
infeasible, we first consider the maximum log-likelihood tim-
ing offset estimation alternatively, i.e.,

θ̂ = argmax
θ

log f (r0|θ) (9)

where f (r0|θ) is the conditional probability density function
of r0 given θ . In addition, the conditional probability density
function of r0 given θ , ε and h is given by

f (r0|θ, ε,h) =
1(

πσ 2
z
)N exp

{
−
|r0 − Xh|2

σ 2
z

}
. (10)

Then, the likelihood function can be calculated by

f (r0|θ) =
∫
f (r0|θ, ε,h) f (ε,h|θ) dεdh (11)

where f (ε,h|θ) is the joint probability density function of
ε and h given θ . However, since the above integral is difficult
to compute, the ML estimation of timing offset can not be
solved effectively. In the following, we will develop an upper
bound of log f (r0|θ) and then maximize it with respect to θ
to obtain the estimation of the timing offset.

According to the Bayesian formula, we have

f (r0, θ, ε, h) = f (θ) f (r0|θ) f (ε,h|r0, θ)

= f (θ) f (ε,h|θ) f (r0|θ, ε,h) (12)

where f (θ ) is the probability density function of θ and
f (ε,h|r0, θ) is the conditional probability density function
of ε,h given r0, θ . We then obtain

f (r0|θ) =
f (r0|θ, ε,h) f (ε,h|θ)

f (ε,h|r0, θ)
. (13)

Applying the log operation to both sides of (13), we obtain

log f (r0|θ) = log f (r0|θ, ε,h)− log
f (ε,h|r0, θ)
f (ε,h|θ)

. (14)

Then, we can easily derive an upper bound of log f (r0|θ)
provided in the following theorem.
Theorem 1:An upper bound of log f (r0|θ) can be obtained

by

log f (r0|θ) ≤
∫

log f (r0|θ, ε,h) f (ε,h|r0, θ) dεdh (15)

Proof: The proof is given in Appendix.
However, the explicit expression of f (ε,h|r0, θ) is still

difficult to obtain. Thus, here we try to obtain reasonable sim-
plification alternatively. According to the Bayesian formula,
we have

f (ε,h|r0, θ) = f (ε|r0, θ) f (h|r0, θ, ε) . (16)

Considering the characteristic of the Doppler frequency shift
mentioned in section II that the Doppler shift is limited in the
finite amplitude by visibility window, i.e., ε1 ≤ ε ≤ ε2,
we assume that ε is uniformly distributed within [ε1, ε2] and
the corresponding probability density function is given by

f (ε|r0, θ) =


1

ε2 − ε1
, ε ∈ [ε1, ε2] ,

0, otherwise,
(17)

On the other hand, it is difficult to obtain actual distribution
f (h|r0, θ, ε) in (16) before initial synchronization as well.
Here we use the maximum log-likelihood estimation value of
h instead, i.e., f (h|r0, θ, ε) = δ

(
h− ĥ

)
, where ĥ can be

easily obtained from (7) by

ĥ = argmax
h

log f (r0|θ, ε,h)

=

(
XHX

)−1
XHr0 (18)

Hence, the conditional probability density function f
(ε,h|r0, θ) in (16) becomes

f (ε,h|r0, θ) =
1

ε2 − ε1
δ
(
h− ĥ

)
. (19)
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With (19), the upper bound in (15) can be approximated by

U =
1

ε1 − ε2

∫ ε2

ε1

log f
(
r0|θ, ε, ĥ

)
dε. (20)

Thus, the optimization problem of timing offset becomes

θ̂ = argmax
θ

∫ ε2

ε1

log f
(
r0|θ, ε, ĥ

)
dε

(a)
= argmax

θ

∫ ε2

ε1

rH0 X
(
XHX

)−1
XHr0dε

(b)
= argmax

θ

∫ ε2

ε1

∣∣∣SH0 DH (ε)r0
∣∣∣2dε

, argmax
θ

ψ(θ ) (21)

where
(a)
= holds based on (10) and (18), and

(b)
= holds due to

X = D (ε)S0 and SH0 S0 = N IL . Furthermore, ψ(θ ) can be
expressed equivalently as

ψ(θ ) =
L−1∑
l1,l2=0

N−1∑
i,j=0

η (i, l1) η∗ (j, l2)
∫ ε2

ε1

ē2πε(i−j)/Ndε

= αHAα (22)

where

η(i, l) = s0
(
Ng + (i− l)N

)
r∗0
(
θ + Ng + i

)
(23)

for l = 0, 1, . . . ,L − 1 and

α = r0 �
∑L−1

l=0
s∗l (24)

where sl denotes the l-th column vector of S0. The entries of
A ∈ CN×N in (22) can be given by

[A]ij =
∫ ε2

ε1

ē2πε(i−j)/Ndε

= N2wsinc (2w (i− j)) ē2πϕ(i−j) (25)

where i, j = 0, 1, . . . ,N − 1 and

w =
ε2 − ε1

2N
, (26)

ϕ =
ε2 + ε1

2N
. (27)

The eigenvectors of the matrix A are the modulated DPSS
basis [34]. Before presenting the decomposition, we review
the definition and several important properties of the modu-
lated DPSS basis as follows.
DPSS [35]: Given an integer a and a parameter κ ∈

(0, 0.5), the DPSS vectors u(0)a,κ ,u
(1)
a,κ , . . . ,u

(a−1)
a,κ ∈ Ra and

the corresponding DPSS eigenvalues λ(0)a,κ , λ
(1)
a,κ , . . . , λ

(a−1)
a,κ ,

with order 1 > λ
(0)
a,κ > λ

(1)
a,κ > . . . > λ

(a−1)
a,κ > 0, satisfy

Ba,κu(p)a,κ=λ
(p)
a,κu

(p)
a,κ (28)

where Ba,κ ∈ Ca×a is the prolate matrix with elements[
Ba,κ

]
pq = 2κsinc (2κ (p− q)) (29)

for p, q = 0, 1, . . . , a−1. LetUa,κ ∈ Ca×a denote the matrix
whose p-th column is the DPSS vector u(p)a,κ and3a,κ ∈ Ca×a

denote a diagonal matrix with the DPSS eigenvalues sorted in
descending order along the main diagonal. The prolate matrix
Ba,κ can be factorized as

Ba,κ = Ua,κ3a,κUH
a,κ (30)

which is an eigendecomposition of the matrix Ba,κ . The
eigenvalues λ(0)a,κ , λ

(1)
a,κ , . . . , λ

(a−1)
a,κ have a very distinctive and

important characteristic: the first 2aκ eigenvalues tend to
cluster close to 1, while most of the remaining eigenvalues
tend to cluster close to 0, only a small number of eigenvalues
lying in between [34], [35]. This characteristic will allow us
to construct efficient bases using small numbers of DPSS
vectors. Furthermore, the definition of modulated DPSS dic-
tionary can be given as follows [34].
Modulated DPSS: Given the DPSS matrix Ua,κ ∈ Ca×a,

the modulated DPSS matrix Vκ,ϑ ∈ Ca×a can be obtained by

Vκ,ϑ = Ea,ϑUa,κ (31)

where ϑ is the modulating parameter andEa,ϑ denotes a a×a
diagonal matrix with entries

[Ea,ϑ ]pq =

{
ē2πpϑ , p = q
0, p 6= q

(32)

for p, q = 0, 1, . . . , a− 1.
With the definitions of the modulated DPSS matrix,

the matrix A in (25) can be dealt with in the following way.
Since N is always much greater than (ε2 − ε1), the parameter
w in (26) satisfies w ∈ (0, 0.5). From (25) (30) and (31),
the matrix A can be reexpressed as

A = NEN ,ϕBN ,wEHN ,ϕ
= NEN ,ϕUN ,w3N ,wUH

N ,wE
H
N ,ϕ

= NVw,ϕ3N ,wVH
w,ϕ . (33)

By substituting (33) into (22), ψ(θ ) becomes

ψ(θ ) = αH
(
NVw,ϕ3N ,wVH

w,ϕ

)
α

= N
N−1∑
i=0

λ
(i)
N ,w

∣∣∣vHi α∣∣∣2
(a)
= N

N−1∑
i=0

λ
(i)
N ,w

∣∣∣∣∣∣
(
vi �

L−1∑
l=0

sl

)H
r0

∣∣∣∣∣∣
2

(b)
≈ N

K−1∑
i=0

∣∣∣∣∣∣
(
vi �

L−1∑
l=0

sl

)H
r0

∣∣∣∣∣∣
2

(34)

where vi ∈ CN×1 denotes the i-th column vector of Vw,ϕ

and K is the integer portion of 2Nw.
(a)
= is based on (24) and

(b)
≈ is a tight lower bound due to the property of these eigen-
values reviewed in definition of DPSS. Hence by omitting
the parameterN the estimate of θ based on PSS can be finally
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obtained by

θ̂ = 3pss (θ)

= argmax
θ

K−1∑
i=0

λ
(i)
N ,w

∣∣∣∣∣∣
(
vi �

L−1∑
l=0

sl

)H
r0

∣∣∣∣∣∣
2

(35a)

≈ argmax
θ

K−1∑
i=0

∣∣∣∣∣∣
(
vi �

L−1∑
l=0

sl

)H
r0

∣∣∣∣∣∣
2

(35b)

This approximation reduces the computational complexity
greatly, meanwhile the numerical simulations indicate that
this approximate scheme can also work effectively.

It shall be noted that when there is no frequency off-
set in system, vi is transformed into a vector of all ones,
hence the proposed timing estimation scheme is degener-
ated into the conventional cross-correlation based estimation
algorithm [25]–[29]. Consequently, the proposed method
is structurally compatible compared to the conventional
cross-correlation method.

When the time synchronization has been achieved,
we consider the frequency offset estimation. In the same
way, the optimization problem based on the maximum
log-likelihood criterion can be expressed as

ε̂ = argmax
ε

log f (r0|ε) (36)

where f (r0|ε) is the conditional probability density function
of r0 given ε. Similar to the estimation of timing offset and
using the ML estimation value ĥ =

(
XHX

)−1XHr0, (36)
becomes

ε̂ = argmax
ε

log f
(
r0|θ̂ , ε, ĥ

)
. (37)

Omitting the factors independent of ε, the optimization prob-
lem shown in (37) becomes

ε̂ = argmax
ε

ϒpss

(
θ̂ , ε

)
(38)

whereϒpss
(
θ̂ , ε

)
, the objective function of frequency offset,

can be given by

ϒpss

(
θ̂ , ε

)
=

∣∣∣(D (ε)S0)Hr0∣∣∣2
=

∣∣∣∣∣∣
(
d (ε)�

L−1∑
l=0

sl

)H
r0

∣∣∣∣∣∣
2

(39)

with [d (ε)]i = e−̄2πεi/N for i = 0, 1, . . . ,N − 1.
In (38), a grid search is used to estimate the large fre-

quency offset. However the resulting complexity makes the
implementation of this frequency offset estimation method
infeasible. We further observe that the redundancy of CP
in OFDM symbol can be exploited in timing and frequency
offset estimation similarly. Hence, based on the proposed PSS
algorithm, we consider utilizing the CP as auxiliary infor-
mation to improve the estimation performance and avoid the
involved one-dimensional exhaustive search in the frequency
offset estimation.

B. CP ASSISTED PSS ALGORITHM
Assuming that we observe (N + Ng − L + 1) consecutive
samples of rm (n), the received sequence can be stacked
and represented in vector form as r′m, whose i-th element
is rm (θ + L − 1+ i) for i = 0, 1, . . . ,N + Ng − L. Since
the joint maximum log-likelihood estimation of θ and ε is
the argument maximizing its log-likelihood function, con-
sidering the CP in multiple OFDM symbols, we can get the
following estimation expression(

θ̂ , ε̂
)
= argmax

θ,ε
log

∏
m

f
(
r′m|θ, ε

)
(40)

where f
(
r′m|θ, ε

)
is the probability density function of the

observed samples r′m given the arrival time θ and the carrier
frequency offset ε. Discarding the terms independent of θ
and ε, log-likelihood function of θ and ε can be expressed
as [20], [24]

log
∏
m

f
(
r′m|θ, ε

)
=

∑
m

(20m (θ, ε)− ρ8m (θ)) (41)

where

0m (θ, ε) =
∑
n∈I

Re
{
ē2πεrm (n) r∗m (n+ N )

}
, (42)

8m (θ) =
∑
n∈I

(
|rm (n)|2 + |rm (n+ N )|2

)
. (43)

where I =
{
θ + L − 1, . . . , θ + Ng − 1

}
is the index set of

CP part. The parameter ρ in (41) representing the amplitude
of the correlation coefficient is given by

ρ =

∣∣∣∣∣∣ E
{
rm (n) r∗m (n+ N )

}√
E
{
|rm (n)|2

}
E
{
|rm (n+ N )|2

}
∣∣∣∣∣∣

=
σ 2

σ 2 + σ 2
z
=

SNR
SNR+ 1

(44)

where σ 2
= σ 2

s
∑L−1

l=0 |h (l)|
2 and σ 2

s = E
{
|sm (n)|2

}
represent the received signal power and transmitted signal
power respectively, SNR = σ 2/σ 2

z denotes the signal-to-
noise ratio (SNR) in receiver. Notice that 0m (θ, ε) can be
rewritten as

0m (θ, ε) = |ξm (θ)| cos (2πε + 6 ξm (θ)) (45)

ξm (θ) =
∑
n∈I

rm (n) r∗m (n+ N ) (46)

The term8m (θ) in (41) is an energy term, independent of the
frequency offset. Therefore, estimation argument maximiz-
ing log

∏
m f

(
r′m|θ, ε

)
can be obtained by letting the cosine

function term in (45) be equal to unity [20], [24]

cos (2πε + 6 ξm (θ)) = 1. (47)

Hence 3cp (θ), the compressed log-likelihood function with
respect to ε, can be given by

3cp (θ) =
∑
m

(2 |ξm (θ)| − ρ8m (θ)). (48)
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On the basis of timing offset estimation in previous PSS
algorithm, we further take advantage of CP to improve the
estimation accuracy of timing offset as follows

θ̂ = argmax
θ

3pss (θ) s.t. 3cp (θ) ≥ = (49)

where the parameter= is the threshold decided by the channel
quality and performance requirements. The scheme in (49)
actually conducts the coarse timing offset estimation with CP
and fine timing offset estimation with PSS, respectively.

When the timing offset θ is estimated, the estimate of
frequency offset ε can be obtained by utilizing both multi-
ple CPs and PSS as follows. Considering the periodicity of
cosine function based on (47), the estimate of the fractional
frequency offset εffo can be obtained by [20]

ε̂ffo = −
1
2π
6

∑
m

ξm(θ̂ ). (50)

Since we have got the fractional frequency offset, the whole
carrier frequency offset can be obtained by

ε̂ = argmax
ε

ϒpss

(
θ̂ , ε

)
s.t. ε̂ffo = −

1
2π
6

∑
m

ξm(θ̂ ). (51)

When the FFO is estimated, we only need to search CFO
among a few carrier frequency offsets using the proposed
PSS algorithm over the frequency offset range. Compared to
the proposed estimation method of frequency offset in (38),
the CP assisted algorithm in (51) significantly reduces the
complexity of the estimation, thus making the frequency
offset estimation method feasible in practical application.

It is worth noting that, according to the simulation results,
CP assisted algorithm has limited performance improvement
for timing offset estimation compared with that of PSS algo-
rithm, and the performance of latter can already meet the
requirements of the communication system. In terms of fre-
quency offset estimation, with the aid of CP, the complex-
ity of frequency offset estimation can be reduced while the
synchronization performance can be improved. Therefore,
we can use the following combination to estimate the timing
and frequency offset

θ̂ = argmax
θ

3pss (θ) , (52)

ε̂ = argmax
ε

ϒpss

(
θ̂ , ε

)
s.t. ε̂ffo = −

1
2π
6

∑
m

ξm(θ̂ ). (53)

The synchronization algorithm presented in (52) and (53) can
be denoted by DPSS assisted algorithm for notational clarity.

Considering the channel length L used in the proposed
methods presented above, we can assume L = 1 in initial
synchronization. After achieving the coarse synchronization
and getting the value of L according to statistical channel
information, we then apply it to the proposed methods again
to achieve the fine synchronization.

IV. TRACKING SYNCHRONIZATION
After the communication system has synchronized in the
initial synchronization, it is still difficult to maintain the
achieved synchronization state because the satellite is mov-
ing at a very high speed and the channel environment in
satellite-ground links is time-varying. Thus, based on the
achieved initial synchronization, the LEO mobile SatCom
system enters the tracking synchronization where UE contin-
uously tracks the change of the parameters including timing
and frequency offset and makes the corresponding adjust-
ments. Compared to the initial synchronization, the tracking
synchronization is conducted in each SSB, which puts for-
ward higher requirements for the complexity of the timing
and frequency offset estimation algorithm.

As mentioned in section II, for LEO mobile SatCom sys-
tem with a certain orbit altitude, the maximum variation rate
of Doppler frequency shift and communication delay can be
approximately obtained, and the time delay and frequency
offset of received signal change little between adjacent SSBs.
During each tracking synchronization process, we first com-
pensate the frequency offset for the received signal with the
estimated frequency offset in the last tracking synchroniza-
tion. After the frequency offset compensation, the residual
carrier frequency offset is restricted to a small fraction which
is nearly zero since the change of Doppler shift is quite small
between successive SSBs. Therefore, the timing offset in
the (k + 1)-th tracking synchronization can be estimated as
follows

θ̂k+1 = argmax
θk+1

log f
(
r0|θk+1, ĥ, εk+1 = 0

)
= argmax

θk+1

∣∣∣∣rH0 ∑L−1

l=0
sl

∣∣∣∣2. (54)

Let1τ denotes the maximum communication delay variation
between two adjacent SSBs, the corresponding normalized
timing offset variation can be obtained as

1θ = 1τ/Ts (55)

where Ts is the sampling interval. Hence, the timing offset
of (k + 1)-th tracking synchronization locates within the
following range

θk+1 ∈
(
θ̂k −1θ, θ̂k +1θ

)
. (56)

where θ̂0 represents the initial synchronization timing offset
estimation. Obviously, except for the initial synchronization
requires a global blind timing search, subsequent tracking
synchronization only needs to perform a small-scale search
within the range shown in (56).With the help of themaximum
communication delay variation, the tracking of the timing
offset can be conducted with low-complexity.

When the timing offset is estimated, the residual carrier
frequency offset can be further estimated as follows

ε̂k+1 = −
1
2π
6

∑
m

ξm(θ̂k+1). (57)
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Compared to initial synchronization, the estimation of fre-
quency offset in tracking synchronization can exploit less
number of CPs since the time synchronization is more
accurate.

V. SIMULATION RESULTS
In this section, simulation results are provided to show the
performance of the proposed estimation algorithms in ini-
tial and tracking synchronization. For initial synchronization,
DPSS assisted algorithm, DPSS-S algorithm and CP-DPSS
algorithm are all considered, where the DPSS assisted algo-
rithm and the DPSS-S algorithm are based on (35a) and
the approximation in (35b), respectively, and the CP-DPSS
algorithm uses (49) to estimate the timing offset and (51)
to estimate the frequency offset, respectively. For ease of
comparison, the following two synchronization algorithms
are also considered in the simulations.
• Cross-correlation bound algorithm: The method using
(21) to estimate the timing offset with no frequency
offset and using (38) to estimate the frequency offset
with no timing offset.

• CP-PSS-Optimal algorithm: The method using (51) to
estimate the frequency offset with no timing offset.

Note that the above two optimal methods both conduct
one-dimensional grid searching of timing and frequency off-
set to get the corresponding parameter estimates.

In addition, the SNR at the receiver varies with the dis-
tance between the satellite and UE in the visibility window
and directly affects the performance of proposed estimation
algorithms. For the simulation of tracking synchronization,
the dynamic SNR in downlink can be calculated as

SNR = (EIRP)tx + (G/T )rx
−Lfree − Lother − kBol − 10 lgB (58)

where (EIRP)tx denotes the effective isotropic radiated power
of the satellite antenna, Lfree denotes the free space loss,
Lother denotes the propagation loss caused by rain attenua-
tion, B denotes the system bandwidth, and kBol denotes the
Boltzmann constant. (G/T )rx denotes the figure of merit of
the receiver where G is the receiver antenna gain, and T is
the equivalent system temperature. Note that the unit of SNR
in (58) is decibel (dB).

The performance of synchronization algorithms is investi-
gated by simulation with parameters summarized in Table 2.
Note that even though multiple SSBs are contained in half
radio frame according to 5G NR [32], we still employ one
SSB within half radio frame in the simulation for a fair
comparison. For CP assisted synchronization, the CP por-
tion of 10 OFDM symbols are utilized, where one slot
consists of 14 OFDM symbols. We follow the satellite-
to-ground channel model defined in [9] which is a tapped
delay line (TDL) model, where a multipath fading channel
with 3.5GHz carrier frequency is adopted, and the chan-
nel parameters are summarized in Table 3. Note that the
presented TDL model is applied in a suburban non-line
of sight (NLOS) environment for UE with the maximum

TABLE 2. Parameters used in the simulation.

TABLE 3. Parameters in tapped delay line model [9].

elevation angle βmax = 30◦. For a system operating in
high frequencies, the AWGN channel with 20GHz carrier
frequency is adopted. In addition, for fairness, the normalized
CFO present in both AWGN and multipath fading channels
are randomly generated from the range ε ∈ [3, 4].

FIGURE 5. The timing offset estimation performance of the DPSS assisted
algorithm with different frequency offset range over the AWGN channel.

The performance of the proposed methods is affected
by the selected frequency offset range. Fig.5 and Fig.6
show the timing offset estimation performance of the DPSS
assisted algorithm with different normalized frequency off-
set ranges in different environments, respectively. It can be
observed that for the case with a large frequency offset
range up to ±4 normalized subcarrier spacings in initial
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FIGURE 6. The timing offset estimation performance of the DPSS assisted
algorithm with different frequency offset range over the multipath fading
channel.

synchronization, the time synchronization can be realized
accurately (close to the optimal performance) after SNR =
−4dB and SNR=−6dB for the AWGN andmultipath fading
channel, respectively. Furthermore, when the set frequency
offset search range is one normalized subcarrier spacing,
the timing performance of the DPSS assisted algorithm is
close to the optimal performance.

For a specific frequency offset range, i.e., ε ∈ [2, 4],
the performance comparison of different schemes for the 5G
NR downlink are shown in Figs.7-10.

FIGURE 7. Timing offset estimation performance comparison of different
schemes over AWGN channel with ε ∈ [2,4].

As can be seen, the performance of DPSS-S algorithm is
rather close to the DPSS assisted algorithm, and the former
has a simplified timing offset estimation. For the algorithms
exploiting CP in frequency offset estimation, the frequency
offset estimation performance can be close to its optimal per-
formance and improved significantly compared to the perfor-
mance of cross-correlation bound algorithm with the increase
of SNR, which depicts that utilizing both the redundancy of
CP in multiple OFDM symbols and PSS can achieve con-
siderable advances in frequency synchronization. In addition,

FIGURE 8. Frequency offset estimation performance comparison of
different schemes over AWGN channel with ε ∈ [2,4].

FIGURE 9. Timing offset estimation performance comparison of different
schemes over multipath fading channel with ε ∈ [2,4].

FIGURE 10. Frequency offset estimation performance comparison of
different schemes over multipath fading channel with ε ∈ [2,4].

compared the timing offset estimation performance of
CP-DPSS algorithm and DPSS assisted algorithm, the former
does not improve the performance significantly. Specifically,
the timing offset estimation error of the DPSS assisted algo-
rithm can be up to 1.1 sampling intervals for AWGN channel
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(when SNR = −6dB) and multipath fading channel (when
SNR=−8dB), and the frequency offset estimation error can
be up to 6% of the subcarrier spacing for AWGN channel
(when SNR = −8dB) and 2% of the subcarrier spacing
for multipath fading channel (when SNR = −8dB), which
can meet the synchronization error requirements of OFDM
system [10], [20]. Hence, the DPSS assisted algorithm or
the DPSS-S algorithm can be good choices in practical
application.

FIGURE 11. Estimation performance of the proposed algorithm in
tracking synchronization in terms of the deviation between the estimated
value and actual value over AWGN channel.

FIGURE 12. Estimation performance of the proposed algorithm in
tracking synchronization in terms of the deviation between the estimated
value and actual value over multipath fading channel.

In tracking synchronization, the parameters used to calcu-
late the dynamic SNR are summarized in Table 4. In the vis-
ibility window, the performance of time-frequency tracking
synchronization is shown in Fig.11 and Fig.12 in terms of
the deviation between the estimated value and actual value.
The tracking results show that the time tracking error can be
limited to three sampling intervals, and the frequency tracking
error can be limited to no more than 2% of the subcarrier
spacing. Therefore, the achieved initial synchronization state

TABLE 4. Parameters used in downlink budget.

can be maintained by the proposed algorithm in tracking syn-
chronization during the overtopping procedure of satellite.

VI. CONCLUSION
In this paper, we have investigated the downlink transmission
for 5G integrated LEO mobile SatCom system, and proposed
two algorithms for timing and frequency offset estimation
applied for the synchronization signals of 5G NR in initial
synchronization. The PSS scheme is exploiting the PSS alone
where the estimate of timing and frequency offsets has been
transformed into two one-dimensional search optimization
problems. To further reduce the processing complexity of
timing offset estimation, the involved higher dimensional
matrix has been decomposed by the modulated DPSS vec-
tors. The CP assistant scheme is utilizing both the structure
of CP in multiple OFDM symbols and PSS, which further
improve the estimation performance.Meanwhile, to avoid the
frequency one-dimensional exhaustive search in the CP assis-
tant scheme, a low-complexity method using the proposed
PSS scheme based on the estimated FFO was also given.
In addition, we proposed an estimation algorithm to track
the change of the parameters including timing and frequency
offset. The simulation results illustrated that the proposed
algorithms are effective and feasible schemes to realize the
accurate downlink time and frequency synchronization in
typical SatCom systems.

Note that in this paper we omit oscillator frequency error
between the satellite and the UE. The current work can be
extended to such scenarios in the future work.

APPENDIX
PROOF OF THEOREM 1
Note that the equation (14) can be rewritten as

log f (r0|θ) = log f (r0|θ, ε,h)− log
f (ε,h|r0, θ)
f (ε,h|θ)

=

∫
log f (r0|θ, ε,h) f (ε,h|r0, θ) dεdh

+

∫
f (ε,h|r0, θ) log

f (ε,h)
f (ε,h|r0, θ)

dεdh

(59)
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For convenience, we define

DKL(f (ε,h|r0, θ) , f (ε,h))

=

∫
f (ε,h|r0, θ) log

f (ε,h|r0, θ)
f (ε,h)

dεdh. (60)

Then, since DKL(f (ε,h|r0, θ) , f (ε,h)) is the
Kullback-Leibler (KL) divergence between f (ε,h|r0, θ) and
f (ε,h), we have it is greater than zero. With the definition
in (60) we obtain

log f (r0|θ) =
∫

log f (r0|θ, ε,h) f (ε,h|r0, θ) dεdh

−DKL(f (ε,h|r0, θ) , f (ε,h))

≥

∫
log f (r0|θ, ε,h) f (ε,h|r0, θ) dεdh

Here Theorem 1 is proved.
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