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ABSTRACT With the rapid development of intelligent transportation, various applications which have mil-
lisecond delay requirements appear in the vehicular heterogeneous network. Offloading these delay-sensitive
applications into edge nodes is a trend and direction of development. However, with the increase in
the number of vehicular applications, the conventional methods of distance-based edge node workload
allocation make the workload allocation unbalanced, causing some edge nodes to be overloaded, resulting
in response time of corresponding application being too long to meet low delay requirements. In this paper,
we tackle the problem of edge node overload and propose a multipath transmission workload balancing
optimization scheme, which uses multipath transmission in the edge computing architecture as the transport
protocol support for the communications between the vehicles and the edge nodes and the real-time virtual
machine (VM) migration happens between the edge nodes. First, the application is assigned to the edge node
closest to each vehicle. When the workload of the edge node exceeds its capacity, the scheme iteratively
selects the application with the longest response time. Second. if its response time exceeds the response time
passed to the cloud computing center, it is assigned to the cloud computing center for processing; if not, it is
reassigned to the standby edge to minimize its response time until all vehicle applications cannot find a better
edge node. Then, computing resources are allocated to each edge node, and resources of different sizes are
allocated to different types of VMs in each edge node through convex optimization. Finally, the extensive
simulation results illustrate that the multipath transmission workload balancing optimization scheme can
effectively reduce the average response time of the vehicular applications compared to existing schemes.

INDEX TERMS Vehicular heterogeneous network, mobile edge computing, multipath transmission, work-
load allocation.

I. INTRODUCTION
The Internet of Things (IoT) is currently an important devel-
opment target of the new generation of information technol-
ogy. It can interconnect a large variety of smart devices in
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a wide geographical area, and use the Internet and telecom-
munication networks as information carriers to enable these
smart devices to exchange information. IoT has become part
of the infrastructure for advanced applications in many smart
cities and connected communities [1]. It has a quite wide
variety of applications, many IoT applications represented
by smart transportation, smart city, smart home and smart
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health have been widely studied, which can effectively enrich
people’s life and improve the life quality of people.

Intelligent transportation is an important branch of IoT.
The development of intelligent transportation has promoted
the development of vehicular intelligent devices. Applica-
tions such as real-time video surveillance, safe driving, and
audio-visual entertainment have become popular, which can
prove the diversification trend of vehicular applications.
Although the related technologies of smart transportation are
developing rapidly, a major bottleneck of vehicular applica-
tions is the limited computing resources such as CPU and
memory in each vehicular device, whichwill have a bad effect
on resource-intensive applications involving big data analyt-
ics or real-time processing, and the proliferation of vehicular
applications further exacerbates this situation [2]. In order
to meet the explosive computing requirements of vehicular
applications, cloud computing has become an important way
to improve application performance [3].

Vehicular networks that support cloud computing allow
applications to run on remote clouds by integrating com-
munication and computing technologies, effectively reducing
the local computing burden. However, when a vehicular user
issues a service from an edge network located remote from
the cloud through the core network, it may cause a long
delay [2], which greatly affects QoE (Quality of Experience)
of the delay-sensitive vehicular application, resulting in a
poor user experience. Mobile Edge Computing (MEC) is an
effective method to solve this problem. We can set up edge
clouds near vehicle users and vehicular equipment to offload
computing resources to edge nodes, reducing the traffic load
on the core network and minimizing the response time of
vehicular applications [5].

On the other hand, with the rapid development of new
network access technologies, the traditional Internet of Vehi-
cles (IoV) is developing towards the vehicular heterogeneous
network [6]. Vehicles provide a variety of network interfaces,
which are used to connect vehicles to a variety of different
types of networks. These different networks assist each other
to ensure the diversity of applications in the vehicle envi-
ronment. The Multipath Transmission Control Protocol is a
protocol proposed by the Internet Engineering Group (IETF)
in 2009 [7]. It is an extension protocol of the Transmission
Control Protocol, which allows multiple paths to be used for
data transmission at the same time. MPTCP can aggregate
bandwidth and increase transmission rate, especially for wire-
less environments.

The configuration of edge nodes can reduce the network
delay caused by the distance to the cloud [8]. However,
there are many vehicles in the current urban environment,
especially in the morning and evening peak hours. In this
case, it will still cause delay due to transmission conges-
tion. Because of the mobility of the vehicles, the network
location of the vehicle devices will change, and the edge
nodes will also switch accordingly. It will close the connec-
tion between the existing vehicular device and the source
edge node, and re-establishing the connection will inevitably

lead to unnecessary network delay. In addition, there is a
startup time before the vehicular device offloads the appli-
cation to the edge node, which also affects Quality of
Experience (QoE).

In order to solve the above problem, this paper uses
multipath transmission to establish connection and perform
VM migration from the source edge node to the destina-
tion edge node, reducing the startup time and network delay
caused by reestablishing the connection. Multipath transmis-
sion refers to the application information sent by the source
node is sent to the destination node along two or more paths.
On the other hand, since the response time includes three
aspects: network delay, computing delay and startup time,
allocating the workload of all vehicular users to the nearest
edge node simply cannot effectively reduce the response
time. The workload allocation for different types of requests
can greatly affect the response time of user requests. For
each edge node, the resource allocation for different types
of applications also affects the computing delay for different
types of requests. Since the computing size of each request
for different applications is different, the computing capacity
of the edge nodes should be optimally allocated for different
types of applications in order to reduce the computing delay
of all vehicular applications.

Aiming at solving the problem that the long response
time of vehicular applications causes poor service quality,
we propose a multi-path transmission workload balancing
optimization scheme based on mobile edge computing. The
solution takes full account of network delay, computing delay,
and startup time, dynamically allocating application requests
based on the workload of the edge nodes to minimize the total
response time of vehicular applications. The following are the
main contributions of this paper:

1) Using multipath transmission instead of the original
transmission protocol for communication. This can effec-
tively reduce the network delay caused by re-establishing
the connection. Multipath transmission can support real-time
Virtual Machine (VM) dynamic migration between edge
nodes without disrupting vehicular applications running on
the VM. The original IP address changes after migration, but
the multipath transmission connection with the edge node
will still be established. This paper proposes that the VM uses
two interfaces to configure the target IP address information
before VM migration. This can achieve seamless migration
of VMs and effectively reduce startup time.

2) We propose a multipath workload balancing optimiza-
tion (MT-WBO) scheme. The scheme takes the network
delay and computing delay into consideration, and divides
the workload distribution problem of edge nodes into vehic-
ular application allocation and computing resource alloca-
tion. Aiming at solving the problem of vehicular application
allocation, a heuristic scheme is designed. According to the
workload of the edge node and the network delay between the
vehicular user and the edge node, different types of requests
from each user are assigned to the proper edge nodes. For the
problem of computing resource allocation, this paper regards

116048 VOLUME 7, 2019



Z. Haitao et al.: MT-WBO Scheme Based on MEC in Vehicular Heterogeneous Network

it as a convex optimization problem, and solves the convex
optimization problem to optimally allocate the computing
resources of each edge node to different types of VMs.

The rest of this paper is organized as follows. In section II,
we briefly review the related work. In section III, we describe
the edge node network architecture and system model, and
introduce the method of VMmigration using multipath trans-
mission and propose the MT-WBO scheme to solve the
vehicular application workload allocation of edge nodes.
Section VI describes the simulation results and section VII
summarizes the full paper.

II. RELATED WORKS
A large number of scholars and research institutions have
studied MEC. Li et al. [9] proposed a platform, named
WiCloud, to provide edge networking, proximate computing
and data acquisition for innovative services. Wei et al. [10]
described the offloading system model and presented an
innovative architecture, called ‘‘MVR’’, contributing to com-
putation offloading in MEC. Luo et al. [11] proposed
an edge computing layered architecture that efficiently
allocates large-capacity vehicular data. Wang et al. [2]
proposed a collaborative vehicular edge computing frame-
work to support scalable vehicular services and applications.
Quang et al. [12] proposed an offloading decision scheme
that analyzes the trade-offs in computing strategies to offload
visual data processing from low to high loads. Reference [13]
proposed a multi-access edge computing framework and cor-
responding communication protocol for content distribution
and processing in vehicular networks. The proposed protocol
used a cluster-based approach in which fuzzy-logic-based
schemes were employed to select efficient gateway nodes
that bridged licensed Sub-6 GHz communications and mm-
Wave communications to maximize overall network through-
put. Reference [8] designed an application-aware workload
allocation scheme based on IoT edge computing, which
fully considered the trade-off between network delay and
computing delay, dynamically allocated application requests
and computing resources to minimize the response time
of IoT application requests. However, this study did not
take into account the network delay caused by application
migration between cloudlets during scheme iteration. Refer-
ence [14] introduced a software-defined vehicular edge com-
puting (SD-VEC) architecture and designed a motion-aware
greedy algorithm (MGA) to determine the amount of edge
cloud resources allocated to each vehicle. Simulation results
showed that the scheme could improve the success rate of task
execution. In [4], a hierarchical cloudlet-based vehicular edge
computing offloading framework has been proposed, and a
multi-level offloading scheme based on Stackelberg Game
theory has been designed to maximize the utility of vehicles
and computing servers.

Literature [15] solved the problem of workload alloca-
tion in the fog network, and proposed a centralized fog
network workload allocation framework, which is beneficial
to reduce the computing delay of unrelated tasks. In [16],

a task assignment scheme for delay and quality optimiza-
tion in Vehicular Fog Computing (VFC) has been proposed.
The authors of [17] studied the problem of Cloudlet place-
ment and mobile user allocation in the Wireless Metropoli-
tan Area Network (WMAN), and designed a workload
allocation scheme. The scheme can place the Cloudlet in the
user-intensive area of the WMAN and assign mobile users
to the placed Cloudlet, and balance their workload to reduce
the response time of the request. These schemes consider
the environment where a single edge node provides services
for users, or how to select multiple cloudlets. However, all
of the above work does not consider the impact of user
mobility on services that are already running in edge nodes
in multiple edge node environments. The authors of [18]
studied the VM layout and workload allocation of collabo-
rative MEC system, and developed a Mixed Integer Linear
Program model (MILP) to optimally place VM and allo-
cate workload while meeting application latency. Numerical
results show that remote VM placement and workload aggre-
gation can optimize MEC application utilization. The authors
of [19] designed a layered Cloudlet network and proposed a
Workload Allocation (WALL) scheme, which can minimize
the average response time of user by deciding which Cloudlet
to assign the user application to and how much computing
resources to provide.

However, all of the above work assume that the application
is isomorphic, and then distribute the workload between the
edge nodes to minimize the response time of the user request.
In addition, they did not consider the impact of user mobility
on services that are already running in edge nodes in multiple
edge node environments. Therefore, it is necessary to propose
a workload balancing optimization scheme for different types
of applications to minimize their response time in mobile
environment.

III. SYSTEM MODEL
Figure 1 shows the distributed edge node network archi-
tecture. Each edge node is located near the corresponding
roadside unit and cooperates with the roadside unit. The
cellular core network is deployed through Software Defined
Network (SDN), which consists of an SDN controller and an
OpenFlow switch, enabling flexible routing between roadside
units. Applications for vehicular devices can be transferred
via multipath transmission to the nearest edge node. When
the vehicle changes its IP address or needs to dynamically
change the edge node during the iterative process of workload
allocation, MPTCP can be used to perform VM migration
from the source edge node to the destination edge node to
reduce startup delay and network delay caused by reestab-
lishing connection.

For an edge node, we assume that each VM is only respon-
sible for the workload of a vehicular application, i.e. each
vehicular application is mapped to its corresponding dedi-
cated VM.We allocate computing resources to different types
of VM by the percentage of different types of workloads. The
computing capacities of the VMs in the edge nodes is not
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FIGURE 1. Distributed edge node network architecture.

equal, it can be dynamically changed according to the type
of vehicle application, so each type of vehicular application
can be offloaded to an edge node with a corresponding type
of VM.

A. SYSTEM DELAY MODELING
As mentioned above, the response time of the vehicular
application request consists of two parts: network delay and
computing delay. Network delay is the time it takes for the
vehicular application to send to the edge node and the pro-
cessed application to return to the vehicle. The computing
delay is the time it takes to process the vehicular application
request. Communications and VMmigration using multipath
transmission can effectively reduce network delay and start-
up delay.

Suppose the total number of request task application
instances that can be processed simultaneously is:

N =
w∑
i=1

Ni (1)

The total bandwidth B is equally divided into N request
task application instances, so that the frequencies that each
user can be occupied do not interfere with each other to
simultaneously send their data to the edge node and the cloud
computing center. Where,

ru,i =
B
N

log2

(
1+

pu,ihi
B/Nno

)
(2)

rd,i =
B
N

log2

(
1+

pd,ihi
B/Nno

)
(3)

The uplink and downlink transmission rates of the vehicle
terminal Vi ∈ {V1,V2, . . . ,Vw} are respectively indicated.
Where n0 is the noise power spectral density, hi is the channel
gain between the base station and the application Ni, then pd,i
and pu,i are the downlink and uplink power of the vehicle
respectively. The network delay dik between the vehicle and

the edge node is:

dik =
Mik

ru,i
+
Nik
rd,i

(4)

where Mik is the initial packet size of the vehicle application
k to the edge node i server, and Nik is the packet size of the
edge node i server returning to the vehicle application k .

Suppose there is a set of edge nodes in the system model,
the number of which is i, denoted by I = {I1, I2, . . . , Ii}. Each
vehicle terminal has a limited number of applications, and
the input application set of the jth vehicle is represented as
Jj = {Ji1, Ji2, . . . , Jinj}. Assuming that k-type application
requests of vehicle is generated by a Poisson process with
an average arrival rate λik , the workload of a VM of type k in
edge node i is represented by:

ηik =
∑
j∈J

aijkηjk (5)

where aijk is the number of k-type application requests for
vehicle j assigned to edge node i and ηik is average request
arrival rate for k-type applications in vehicle j.

On the other hand, the computing capacity (in CPU Hz)
of the k-type of VM in the edge node i is fixed in each slot,
and the computing size of the k-type of application request (in
terms of CPU cycles) follow the exponential distribution with
an average of lk . Therefore, the serving time of the k-type
request running in the VM of the edge node is lk/γik , which
also follows the exponential distribution. Since the arrival rate
of each VMof the edge node follows the Poisson process, and
the corresponding serving time follows an exponential distri-
bution, each VM of the edge node can form an M/M/1 queu-
ing model to process its corresponding application request.
In order to keep the queue stable, the average arrival rate of
the VM (i.e. ηjk ) should be less than its average service rate
(i.e. γik/lk ), then we have γik/lk − ηik > 0. The computing
delay for an k-type application request in the edge node is:

tik =
1

γik
/
lk − ηik

(6)

Therefore, the response time Sik of the vehicle application
request is:

Sik = dij + tik (7)

B. VM MIGRATION OF EDGE NODES BASED ON
MULTIPATH TRANSMISSION
As mentioned above, when the vehicle moves to a new net-
work location resulting in a change in its IP address, the corre-
sponding VM running the vehicular application should also
migrate from the source edge node to the destination edge
node. VM migration forces the IP address of VM to change,
and further forces the VM to restart all established connec-
tions, which results in high delay and poor QoE. In addition,
VM migration is also involved in the dynamic allocation of
workload for vehicular applications. Therefore, we propose to
use MPTCP for VM migration, which can effectively reduce
the network delay caused by edge node switching.
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We configure two virtual interfaces (interface A and inter-
face B, respectively) for the VM in the edge node, one of
which runs in the normal VM operation mode and the other
that works after migrating the VM. The two interfaces cannot
work at the same time. If interface A is in the startup state,
interface B must be in the shutdown state. After the VM is
migrated, the states of the two are exchanged. We always
use the interface that is down as the interface used during
VM migration. Once it is detected that the IP address of
vehicle has changed, the VM knows that the corresponding
vehicle has changed its position. At this point, the VM opens
the closed interface ready for migration. The IP address of the
interface is determined by the IP address of the vehicle with
which it is matched.

We use a pre-established network configuration policy to
build the migrated IP address of VM. We specify that the IP
address of vehicle uses an even address, and the IP address of
its corresponding VM is its address incremented by 1, which
is an odd address. As mentioned above, after the vehicle
changes position, the vehicle will be assigned a new even IP
address. Once the VM is accessed using this new IP address,
the VM knows that its new IP address of new location will be
the next odd IP address.

The VM uses the ADD_ADDR22 option of MPTCP to
inform the client that there is a new IP address, but the
sub-interface cannot be started using the additional interface
until migrating the VM. Since the IP address assigned to the
additional interface comes from a different network, the VM
cannot be accessed through this interface, but the vehicle-side
connection will continue to try to create a new sub-flow using
the new IP address of VM.

The VM will immediately notify the additional interface
that it is available after the migration is complete. At this
point, the interface that was previously working becomes
inactive. Since the vehicle knows the new IP address of the
VM that was notified before migration, the vehicle initiates
the connection through the interface. Once a new sub-flow is
started, the previous interface is removed to prepare for the
next migration.

VM migration through multipath transmission not only
avoids another startup time added by vehicular application
offloading, but also reduces network delay caused by tradi-
tional VM migration.

IV. MULTIPATH TRANSMISSION WORKLOAD
BALANCING OPTIMIZATION SCHEME
Since VM migration using multipath transmission has
reduced the potential startup delay, and the startup delay
is independent of the workload allocation, this paper only
considers network delay and computing delay in workload
allocation. Because the workload between different edge
nodes is dynamically allocated, the overloaded edge nodewill
generate a higher computing delay than other lightly loaded
edge nodes. Thus if the edge node closest to the vehicle is
overloaded, then each vehicle application requests should be
allocated to alternate edge nodes to reduce computing delay.

However, offloading the request of the vehicular application
from its nearest edge node to other edge nodes will increase
network delay.

Therefore, this paper proposes a modified multipath
transmission workload balancing optimization scheme (MT-
WBO) based on the system model for the workload alloca-
tion problem of vehicular applications. The proposed scheme
minimizes the response time for all vehicular applications
in the network by allocating the requests of each vehicular
application between edge nodes and flexibly assigning the
computing resources of each edge node to different types of
VMs to serve the assigned vehicular applications.

This paper breaks down the problem into two sub-
problems: workload allocation problem and computing
resource allocation problem. We first assign different types
of vehicular applications in the edge nodes, i.e. determine
aijk , and then allocate computing resources to each edge node
optimally according to the different types of VMs.

A. WORKLOAD ALLOCATION
When assigning workloads to vehicle applications in edge
nodes, we should prioritize assigning each vehicle application
to its nearest edge node to reduce overall network latency.
Therefore, this paper first assigns all vehicle applications to
the nearest edge node to initiate workload balancing using
multipath transport. Considering that the workload of the ini-
tial edge node is zero, the initial vehicle application allocation
is determined by the network delay between the vehicle and
the edge node. Then, the MT-WBO scheme will iteratively
select the application with the longest response time. Once its
response time exceeds the response time passed to the cloud
computing center, it will be assigned to the cloud computing
center for processing. If it is not exceeded, it will be reassign
to the alternate edge. The node minimizes its response time
until all vehicle applications cannot find a better edge node.

Since each application of the vehicle is allocated respec-
tively in the edge node, we denoteW1 as a set of all vehicular
applications waiting to be allocated between edge nodes, and
I1 denotes a set of edge nodes with redundant computing
resources. At start time, all vehicular applications have not
been assigned and they are placed in W1, and at this time
W1 = W . All edge nodes are not assigned with any appli-
cations, so all edge nodes are placed in the I1 set. Let diw
denote the network delay between applicationw (i.e.w ∈ W1)
and the edge node i. jw indicates the vehicle in which the
application is located, then we have diw = dijw,∀i ∈ I ,
∀w ∈ W1.
In initialization, for the application w, the optimal edge

node i∗ ∈ I1 causes the lowest network delay, i.e.
i∗ = argmin {diw|i ∈ I1}. The sub-optimal edge node i

′

is the
edge node that causes the second low network delay in the set
I1, i.e. i

′

= argmini {diw|i ∈ I1\i∗}.
The capacity of each edge node is limited, so it is not

possible to assign all vehicular applications to their corre-
sponding optimal edge nodes. The basic idea of initializa-
tion is to iteratively select the appropriate application. If the
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suboptimal edge node causes a much more severe network
delay than the optimal edge node, then the application is
assigned to its best edge node. It can be seen that the network
delay of the sub-optimal edge node determines the priority of
assigning the application to its best edge node. For example,
if the sub-optimal edge node B of the application results in
significantly higher delay than its best edge node A compared
to other vehicular applications, then assigning the application
to the suboptimal edge node will significantly affect the total
network delay for all applications. In this case, the application
has a higher priority than other applications that are assigned
to its best edge node A.

Where θdw represents the difference between the network
delay from application w to the best edge node i∗ and the
network delay from w to the sub-optimal edge node, i.e. ,
where θdw as a percentage represents the ratio of the network
delay from application w to the best edge node i∗ minus the
network delay from the application w to the sub-optimal edge
node i

′

to the network delay from the application w to the best
edge node i∗.

θdw =
di′w − di∗w

di∗w
, ∀w ∈ W1 (8)

Thus, as shown in Algorithm 1, the scheme will select and
assign the appropriate application with the largest network
delay difference (i.e. w = argmax{θdw |w ∈ W1}) in each
iteration of initialization. Then, if the workload of edge node
exceeds its capacity, the edge node will be removed from I1.
Each time the set is updated, the algorithm recalculate i∗, i

′

,
and θdw for each application w in set W1. Repeat the above
process until all the vehicular applications are allocated in the
edge node, i.e. W1 = ∅.

Algorithm 1 The Initial Distribution of the Workload
Input: dij, average task arrival rate vector for vehicular
applications 9 =

{
ηik |j ∈ J , j ∈ Kj

}
Output: Initial application allocation matrix A ={
aijk |i ∈ I j ∈ J , k ∈ Kj

}
1: Let W1 = W , I1 = I
2: ∀W1 = W , calculate θdw
3: ForW1 6= ∅ do
4: Search for application w,

w = argmax
{
θdw |w ∈ W1

}
5: Assign an application w to its nearest edge node i∗,

i.e. i∗ = argmin
i

{
dij
}

6: Let aijwkw = 1
7: Update application setW1
8: if edge node i∗ is filled, then
9: Remove i∗ from I1;
10: ∀W1 = W , recalculate θdw .
11: End if
12: End for
13: Return A

After the initial distribution of the workload, as shown
in Algorithm 2, the MT-WBO scheme iteratively selects the

application with the longest response time. If its response
time exceeds the response time passed to the cloud com-
puting center, it is assigned to the cloud computing center
for processing, and if not, it is reassigned to the standby
edge to minimize its response time until all vehicle applica-
tions cannot find a better edge node. Initially, all vehicular
applications are unmarked and we define W2 as unmarked
applications set. Then, in each iteration, the MT-WBO finds
the application with the longest response time in all unmarked
applications and searches for new edge nodes for the applica-
tion to minimize its response time. In each iteration, the com-
puting resources of each application in the edge node are
determined by the percentage of the application workload of
the total edge node workload, so we can deduce the response
time of the application in different edge nodes. If a new
edge node is found, the MT-WBO goes to the next iteration.
Otherwise, the scheme marks the application (i.e. removes
the application from W2) and proceeds to the next iteration.
The MT-WBO repeats iterations until W2 = ∅. Suppose
the response time that the application w passes to the cloud
computing center is Cw.

Algorithm 2 Workload Allocation
1: Initialize the workload assignment according to
Algorithm 1 and the obtained A

2: Let W2 = {w|w ∈ W }
3: For W2 6= ∅ do
4: Find the application with the highest response time

w ∈ W2
5: Get the current edge node i of application w
6: if Application w has a response time greater than

Cw, then
7: Find the proper edge node i∗ for the application w,

i.e. i∗ = argmin(Sik );
7: if i∗ 6= i, then
8: Assign the application w to the new edge node

i∗, and it usesMPTCP for VMmigration, then
update A

9: else
10: Mark the application w;
11: end if
12: else
13: Transfer the app w to the cloud and mark the

application w
14: end if
15: end for
16: Return A

B. COMPUTING RESOURCE ALLOCATION
After assigning all vehicular applications to different edge
nodes, we continue to allocate computing resources to each
edge node. Then with the constraints, the computing resource
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allocation problem is:

min
γik

∑
j∈J

∑
k∈K

aijkSik

s.t.
∑
k∈K

γik ≤ Hi

γik/lk −
∑
j∈J

aijkηjk > 0 (9)

where Hi represents the computing power of the edge node.
When each aijk is determined, this constraint problem is a
convex optimization problem, where:

f =
∑
j∈J

∑
k∈K

aijkSik (10)

∂2f
∂γik∂γik ′

=


∑
j∈J

2aijk l
−2
k

(
1
tik

)−3
, if k = k

′

0, otherwise

(11)

Since 1/tik > 0, the Hessian matrix of fH =[
∂2f /

(
∂ηk∂ηk ′

)]
is a positive definite matrix, and the func-

tion f is a convex function. Furthermore, since the constraints
are linear, the optimization problem is a convex optimization
problem. For the convex optimization problem, we can derive
its optimal solution by solving its KKT condition. Therefore,
the computing resources of each edge node are optimally
allocated to different VMs to minimize the response time.

V. SIMULATION AND ANALYSIS
In this simulation, 1000 vehicles are evenly allocated within
the range of 30 square kilometer, and there are 10 different
types of vehicular applications. We randomly select four
types of applications for each vehicle, i.e. the total number
of applications in the network is 4000. The length of each
time slot is set to 3 minutes. Since the task arrival rate of
each application follows the Poisson distribution, we ran-
domly select the average task arrival rate for each application
between 0 and λmax. Since the computing size of the k-type
of application request follows the exponential distribution of
the mean lk , the average size of requests for different types of
applications is selected based on a normal distribution with a
mean of 106 and a variance of 2∗105. The maximum allowed
computing delay for different types of applications is selected
according to N (65, 20) (ms). We compare it with existing
workload balancing scheme of MEC AREA and the DBC
scheme proposed in [17].

Figures 2 and 3 show the average delay for each applica-
tion to the vehicle under different schemes and the average
response time for different types of applications under each
scheme. As can be seen from the figures, the MT-WBO
scheme achieves a lower response time than the other three
schemes, which is 88ms less than the conventional load
distribution scheme. In particular, the conventional scheme
always assigns application requests to the nearest edge node,
regardless of the workload in each edge node, so it produces
the lowest network delay. However, the edge node is prone

FIGURE 2. Average performance of each application for different
schemes.

FIGURE 3. Average response time for different types of applications.

to overload, resulting in increased computing delay and the
longest response time. The response time is the longest.
The DBC scheme uses a density-based strategy to assign
applications to the nearest edge node until the workload of
each edge node exceeds the average workload in the edge
node, but does not consider the diversity of applications in
each edge node. Both the conventional scheme and the DBC
scheme result in lower network latency and higher com-
putational latency than the MT-WBO scheme. The AREA
scheme tends to allocate applications with smaller compu-
tational sizes to lighter edge nodes, so its computational
latency has been significantly reduced. However, because it
still uses conventional data transmission, it is not suitable
for in-vehicle application-intensive situations, so the network
delay is relatively large. The MT-WBO scheme takes into
account the two factors of network delay and computation
delay, considers that different types of applications in each
edge node correspond to different workloads, and has a more
reasonable application priority decision strategy, according
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FIGURE 4. Average response time as λmax changes.

to the corresponding workload. Different types of VMs opti-
mize allocation of computing resources, so their computa-
tional latency is also significantly reduced. At the same time,
the MT-WBO scheme uses MPTCP for task offloading and
VM migration, so its network latency is not significantly
increased, and the average response time of each application
is significantly shortened.

We further analyze how the workloads of application influ-
ence the performance of the three schemes. The value of λmax
reflects the workload of application, i.e. increasing λmax will
increase the workload of application. As shown in Figure 4,
as λmax increases, the average response time of the three
schemes increases gradually. However, compared with the
other two schemes, MT-WBO has a relatively low average
response time and a slow growth rate. When the workload
of the application is heavy, MT-WBO can always offload the
application with the longest response time to the alternate
edge node throughmultipath transmission, thereby iteratively
minimizing the maximum response time of the application.
Otherwise, MT-WBO also optimally allocates the computing
resources of each edge node to different types of applications
based on its workload and its corresponding computing size,
thereby further reducing the computing delay.

In addition, we also verified the effect of edge node capac-
ity on the average response time. Figure 5 shows the response
times of the four schemes as the edge node capacity increases.
It can be seen from the figure that when the capacity of
the edge node is less than 2.5∗108 CPU rev / sec, the aver-
age response time of the MT-WBO scheme and the AREA
scheme is much shorter than the conventional scheme and the
DBC scheme. This is because when the capacity of the edge
nodes is small, the conventional scheme and the DBC scheme
cannot balance the workload between edge nodes of different
type application requests, resulting in high computing delay.
The MT-WBO scheme and the AREA scheme can minimize
the computing delay, and the MT-WBO scheme can also
reduce unnecessary network delays, so the response time is
the shortest. However, when the capacity of the edge node

FIGURE 5. Average response time corresponding to the capacity change
of each edge node.

is very high, the computing delay is no longer the dominant
factor of the average response time, so the average response
time of the conventional AREA scheme and that of the DBC
scheme are close to the response time of the MT-WBO
scheme.

VI. CONCLUSION
This paper proposes a multipath transmission workload bal-
ancing optimization scheme based on MEC. This scheme is
applied in the edge computing architecture, using a combina-
tion of edge nodes and cloud computing data centers. First
of all, considering the response time of different types of
vehicles, dynamically assigning different types of application
requests to each edge node, and then optimally allocating the
computing resources of each edge node to the correspond-
ing VM to reduce the average response time of the vehicle
application. Simulation experiments show that the scheme
has performance gain compared with other schemes in reduc-
ing response delay. In future research, we plan to perform
a corresponding proportion of load distribution on the load
of nearby edge nodes and surrounding vehicles, resulting in
higher resource utilization and less delay.
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