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ABSTRACT Length of stay (LoS) in the intensive care unit (ICU) is a common outcome measure used
as an indicator of both quality of care and resource use. However, the existing analysis methods of LoS
are poorly interpretable and extensible, and there is controversial for the predictive performance of LoS.
In this paper, the study includes data from 1,214 unplanned ICU admissions to participate in the ICU of
Sichuan Provincial People’s Hospital between Dec. 11, 2015 andDec. 6, 2018. On the basis of these data, this
study creates a highly accurate and predictive model using advanced preprocessing techniques, exploratory
data analysis (EDA) and least absolute shrinkage and selection operator (LASSO) algorithm. Next, this
study evaluates the predictive performance of the proposed model by 10-fold cross validation and external
validation method using the root mean square prediction error (RMSPE), mean absolute error (MAE), and
coefficient of determination (R2). The predictive performance of the proposed model is 0.88±0.13 day for
RMSPE, 0.87±0.07 day for MAE and 0.35±0.09 for R2. Experimental results show that the performance
of the proposed method are competitive with the state-of-the-art methods and results. Furthermore, this
study explores the risk factors for ICU LoS in survivors and non-survivors and compare their predictive
performance.

INDEX TERMS Length of stay, intensive care unit, exploratory data analysis, least absolute shrinkage and
selection operator.

I. INTRODUCTION
Intensive care unit (ICU) is an indispensable medical unit to
modern hospitals, and it’s also the last line of defense for the
life of critically ill patients. However, the care provided by
ICU is complex and expensive, so ICU is particularly inter-
ested in assessing, comparing and improving their quality of
care and resource use [1]–[3]. Since costs are strongly related
to length of stay (LoS) on the ICU, shorter LoS on the ICU
generally means lower costs [4]. Conversely, longer LoS on
the ICU is associated with increased stress and discomfort
for patients and their families, as well as increased costs for
patients, hospitals, and society [5]. Hence, an accurate tool
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to predict patient LoS on the ICU would facilitate efficient
patient scheduling and maximise available capacity.

Conventional LoS analysis methods, such as APACHE II
[6], [7], SAPS II [8] and APACHE IV [9], [10] have been
proposed and widely used in the prediction of ICU LoS.
However, the predictive performance for ICU LoS of these
methods using patient features or ICU features is poor and
little consensus exists on the best method for predicting the
ICU LoS. As stated in the literature [9], [11], [12], these
analysis methodsmay not be adequate predictors of ICULoS.
Recently, there are a variety of new approaches that have been
used in order to improve the predictive performance of LoS on
the ICU for patients [13]–[15]. Verburg et al. [13] compared
the performance of 8 regressionmodels, including 1) ordinary
least squares regression (OLSR) on untransformed ICU LoS,
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2) OLSR on LoS truncated at 30 days and log-transformed
LoS, 3) a generalized linear model with a Gaussian distribu-
tion and a logarithmic link function, 4) Poisson regression,
5) negative binomial regression, 6) Gamma regression with
a logarithmic link function, 7) the original APACHE IV
model, 8) recalibratedAPACHE IVmodel, which uses patient
features at admission time only when predicting individual
patient LoS in the ICU and concluded that it is difficult to pre-
dict ICU LoS. In 2016, Verburg et al. conducted a systematic
review of the use of models to predict LoS on the ICU in [14].
They claimed that none of the models produced predictions
with low bias and the R2 was 0.05-0.28 across patients and
0.01-0.64 across ICU. In 2019, Daghistani et al. [15] devel-
oped a machine learning-based model method for predicting
in-hospital LoS for cardiac patients. They divided the patients
into three groups according to their LoS: short (< 3 days),
intermediate (3-5 days) and long (> 5 days), and then using
random forest model to obtain the optimal classification
performance, but this could not obtain a quantitative LoS.
Moreover, only a few studies have explored the risk factors
for LoS in survivors and non-survivors, and the studies are
not in-depth [9], [13], [16]. Hence, the aim of this paper is
twofold. The first aim is to predict ICU LoS using machine
learning techniques to plan the number of wards andmembers
of staff required to fulfil demand for ICU care within a given
hospital or geographical area. The second aim is to explore
the risk factors for ICU LoS in survivors and non-survivors.

In this study, a least absolute shrinkage and selection
operator (LASSO) regression algorithm is employed. The
LASSO algorithm constructs a penalty function to make
some regression coefficients with little influence on predic-
tion performance to be 0, which can deal with biased esti-
mates with complex collinear data on the one hand, and it
can help improve the interpretability of the model on the
other hand. Then, after data preprocessing, exploratory data
analysis (EDA) technique is used to explore new data fea-
tures. In addition, considering that LoS tends to be skewed,
which leads to problems in LASSO regression algorithm, the
Box-Cox technology is introduced to optimize the predictive
performance of the LASSO algorithm. Furthermore, basing
on the LASSO algorithm, the paper explores the risk factors
for LoS in survivors and non-survivors, and compares their
predictive performance.

The remainder of the paper is organized as follows.
In Section II, the dataset used in this study and the predic-
tion method of ICU LoS are described in detail, including
data preprocessing, EDA, LASSO algorithm, and evaluation
criterion. In Section III, the experimental results and the risk
factors for LoS in survivors and non-survivors are explored
and discussed. Finally, further discussion and conclusions are
included in Section IV and Section V.

II. MATERIAL AND METHODS
This paper uses machine learning techniques to predict
ICU LoS and explores LoS risk factors among different

FIGURE 1. Schematic diagram of predicting ICU LoS.

populations of survivors and non-survivors. Figure 1 shows
the steps of proposed method and the following subsections
describe the details of each step.

A. DATA COLLECTION AND PRELIMINARY ANALYSIS
The dataset of this study includes ICU patients who were
admitted between Dec. 11, 2015 and Dec. 6, 2018 in the ICU
of Sichuan Provincial People’s Hospital. A total of 1,214 ICU
patients records and 72 features are extracted from medical
records. These features include demographic information,
ICU information, surgical information, drug information and
laboratory parameters, and they are selected by experienced
doctors and trained nurses. The collected features of this
study are shown in Table 1. According to Table 1, the age
of ICU patients ranged from 0.28 years old to 100 years
old, LoS ranged from 0.04 day to 241 days. In general,
previous studies [15], [17], [18] on ICU LoS often excluded
data of patients who had been admitted for< 4 hours, patients
younger than 16 years old and patients readmitted to the ICU
to improve ICU LoS prediction performance. However, this
study includes all the ICU patients records so that the pro-
posed model has better generalization performance. In other
words, this study includes all patients who had been admitted
to ICU. In term of LoS, Figure 2 shows that the distribution
of LoS is markedly skewed, which will greatly affect the
prediction performance of the regression model [14], [19].
Moreover, the bold font in Table 2 highlights the feature that
the standard deviation is greater than mean (including LoS),
which indicates that the feature is highly volatile. For white
blood cell counts (WBC), its minimum value is 2.1× 109/L
and its maximum value is 610.2× 109/L. By examining the
patient’s medical records, it can be found that the patient
had acute leukemia, which led to a sharp increase in WBC.
Similarly, the maximum value of other features is associated
with a disease. Although this may reduce the performance of
the proposed model, it can greatly improve the scalability of
the model due to the diversity of data.

1) DEFINITION OF LoS
This study defines ICU LoS as the period between
ICU admission time and ICU discharge time. However,
Figure 2 shows that the distribution of LoS is markedly
skewed. Therefore, this study introduces Box-Cox trans-
formation [20] in order to correct the skewed distribu-
tion to normal distribution. Eq.(1) shows the Box-Cox
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TABLE 1. Dataset structure of 1,214 inpatients.
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TABLE 2. Table 1 continued.

FIGURE 2. Distribution of LoS.

transformation method.

y =


xα − 1
λ

, α 6= 0

ln(x), α > 0
(1)

x represents continuous positive data, y represents the
transformed data, α represents transformation parameter,
the transformation is a log transformation when α = 0,
a reciprocal transformation when α = −1, and a square
root transformation when α = 0.5. There are two methods
for estimating the parameter α in the Box-Cox transforma-
tion: (1) maximum likelihood estimation, and (2) Bayesian
method. This paper implements this transformation by
python package. Figure 3 shows the distribution of LoS
after Box-Cox transformation, which approximates a normal
distribution.

2) DEFINITION OF SURVIVORS AND NON-SURVIVORS
This study defines survivors and non-survivors by their con-
sciousness after discharge from the ICU. If the conscious-
ness after discharge is death, it is non-survivors. Moreover,
the consciousness of patients after discharge is deep coma and
patients whose family members signed waiver of informed
consent are also classified as non-survivors according to
clinical experience. Conversely, when the consciousness after
discharge is drowsiness, awake, lethargy, light coma and
unconscious, the study classifies them as survivors. As a
result, the paper gets 925 cases of survivors and 289 cases
of non-survivors.

FIGURE 3. Distribution of LoS after Box-Cox transformation.

B. FEATURE ENGINEER
Feature engineer is often mentioned as one of the most impor-
tant steps in machine learning. It addresses the problem of
attaining the most informative and compact set of features to
improve the performance of machine learning models.

1) DATA PREPROCESSING
In the real world, data is usually incomplete and inconsistent,
which can not be directly used for data mining, or the results
are unsatisfactory [21]. In order to improve the quality of data
mining, data preprocessing technology has been developed.
There are manymethods of data preprocessing: data cleaning,
data integration, data transformation, data reduction and so
on. These data processing technologies are used before data
mining, which greatly improves the quality of data mining
and reduces the time needed for actual mining [21].
1 Missing data

Most studies on ICU LoS prediction have not men-
tioned the handling of missing values [13], [22]–[24],
even though the missing values processing is mentioned,
most of them directly exclude patients with missing
data [25]. But in this study, different methods are used
according to the proportion of missing values. For fea-
tures of SL (5.000%), TOA (5.000%), HIL (5.000%),
since there are few missing values, this study uses
the mode of this feature to fill in the missing val-
ues. For features of CBT (44.392%), CAT (46.424%),
CBO (48.663%), CAO (51.800%), ASA (49.243%),
BLO (56.141%), DAO (47.100%), CMT (50.900%)

VOLUME 7, 2019 110713



C. Li et al.: Prediction of LoS on the ICU Based on LASSO

and laboratory parameters (20.200%-25.700%) except
sCRP (74.200%), the missing values are relatively large.
In order to make full use of the collected data, the miss-
ing values are regarded as a feature in this study. For
numerical features, 0 is used to fill in the missing values,
and for categorical features,‘None’ is used to fill in the
missing values. Particularly, considering that the higher
the level of operation, the longer the duration of the
operation, so this study fills in the missing values of
DUO (50.900%) according to SL. Specifically, the DUO
is divided into 5 groups according to the SL, and then
the missing value of the DUO is filled with the average
value of the corresponding subgroup. For features of
sCRP (74.200%), RBCT (86.550%), PTT (97.752%),
PLAT (94.662%), TBT (99.892%), ABT (98.292%),
ALT (97.223%), RBCO (100%), PLTO (100.000%),
PLAO (100.000%), TBO (99.800%), ABTO (100%)
and ALO (100%), the paper excludes these 13 fea-
tures that are excessive missing values to avoid nega-
tive impact on the actual data distribution. Moreover,
for the text features, including IND (25.900%), DR,
NAO (47.000%), coagulant and anticoagulant or date-
time features, including AT, DT, DAO (47.100%), CMT
(50.900%) and AMT (23.400%), these features are not
applied to the the proposed model. Hence, there are still
49 features left.

2 Box-Cox transformation
Most of the numerical ICU data in this study presents
skewed distribution, which would affect the final per-
formance of the model. Therefore, Box-Cox technol-
ogy is once again introduced to this study to correct it.
In other words, Box-Cox transformation is performed on
all features with skewness coefficient greater than 0.5,
includingMONO, PT-INR, BASO-R, TT, RBC, EOS-R,
NLR,MCH, LYM-R,MONO-R, BASO,MCHC,P-FDP,
LYM,NEU-R, D-DIMER, EOS I24H, NEU, RDW, FIB,
PLR, PT, TC, NO and PLT.

3 Normalization
Considering that the dimension between numerical fea-
tures (including age, WBC and NEU, etc.) is different
and the range of ICU data varies greatly, it is necessary
to normalize the original ICU data. The Z-score method
shown in Eq.(2) is used to normalize the ICU data in this
study. In this way, the obtained ICU data conforms to the
standard normal distribution.

xpi =
xi − µ
σ

(2)

where xpi represents normalized ICU data of the i-th fea-
ture and xi represents the raw ICU data of the i-th feature,
µ represents the mean of all ICU data, and σ represents
the standard deviation of all ICU data.

4 One-hot encoding
It can be seen from Table 1 that the ICU data contained
mixed data types including numerical measurements,
binary flags, and text fields for admission diagnosis.

TABLE 3. One-hot encoding.

To handle these mixed data types, one-hot encoding is
used to encode a categorical feature with k possible val-
ues to k features, where the feature representing the cor-
responding categorical feature has a value of 1, and all
other resulting features have values of 0. Table 3 shows
the change of BT state using one-hot encoding. When
the categorical feature BT is‘O’-type blood, the feature
is expressed as (1,0,0,0,0) after one-hot encoding and
becomes a numerical feature available for the regres-
sion model. Moreover, the features are also expanded.
For example, the categorical feature BT is extended to
five binary blood type features, namely ‘A’-type blood,
‘B’-type blood, ‘AB’-type blood, ‘O’-type blood and
‘Not checked’-type blood.

2) EXPLORATORY DATA ANALYSIS
Since exploratory data analysis (EDA) does not need to make
assumptions of the ICU data, it explores the structure and
pattern of the ICU data by mapping, tabulating, equation
fitting, etc so that the structure and pattern of the data can
be observed most realistically and directly [26].
1 Exploration of new features

In order to improve the prediction performance of ICU
LoS, this study tries to explore some new features based
on the original ICU data. According to the study of
Yoldas et al. [27], neutrophil to lymphocyte ratio (NLR)
and platelet to lymphocyte ratio (PLR) have significant
effect in predicting LoS and mortality of ICU patients,
so this study also extracts these two features. In addi-
tion, intuitively, this study also extracts the following
features: admission season (AS), number of opera-
tions (NO), interval between admission time and opera-
tion time (IAOT), interval between operation 1 time and
operation 2 time is more than 24 hours or not (I24H),
operation or not (ON), types of coagulants (TC), types
of anticoagulants (TA), take anticoagulants and coagu-
lants at the same time or not (TAC). Table 4 presents
some basic statistical information of the extracted new
features. Until now, there are 59 original features.

2 Relationship between features
Because theremay be correlation or collinearity between
features, it will bring negative impact on regression
model, and then affect the performance of the model.
In this study, the Apriori algorithm [28] is used to
analyze the associations between different categorical
features, including gender, AS, SL, TOA, HIL, coag-
ulant, anticoagulant and CAD, etc. Table 5 shows the
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TABLE 4. Statistical information of extracted new features.

TABLE 5. Association rules between categorical features.

FIGURE 4. Pearson correlation between continuous features.

association rules for minimum support of 0.2 and min-
imum confidence of 0.8. According to Table 5, these
association rules can give doctors some guidance from
the data perspective. For example, general anesthesia
may be a better option when a patient needs to have
a level 4 operation or is in a coma before operation.
However, It is worth emphasizing that these are all
analyzed from the perspective of data, and more spe-
cific operations should be based on clinical practice.
Moreover, the Pearson method [29] is used to calculate
the correlation between continuous features, including
age, WBC, and NEC, etc. Figure 4 visually shows the
correlation between continuity features, and Pearson’s
coefficient over 0.9 is highlighted by deep colors, which
are HGB and MCV, and WBC and MONO. In order to
avoid the negative effects of collinearity on the model,
this study removes MCV and WBC.

Moreover, considering that one of the aim of this study
is to predict LoS, the paper removes relevant features after
discharge, such as DD and CAD. Finally, the paper uses
trial and error method to determine the 45 features used
in the proposed model, namely age, gender, RON, TON,
AD, CA, CBT, CAT, HIL, PLR, NLR, AS, NO, TOA, TC,
TA, TAC, CBO, ASA, BD, PT, NEU, P-FDP, HGB, PT(%),
RBC, EOS, FIB, MCH, BASO-R, APTT, MONO, NEU-R,
TT, D-DIMER, MONO-R, BASO, MCHC, EOS-R, LYM-R,
PT-INR, PLT, LYM, I24H and RDW as the candidate feature
set. Furthermore, It is worth noting that one-hot encoding
increases the number of features to 125.

C. MODEL FOR PREDICTING LENGTH OF STAY
To estimate expected LoS occurring between ICU admission
and hospital discharge, this study developed and validated a
LASSO-based model using ICU data for Sichuan Provincial
People’s Hospital.

1) LASSO ALGORITHM
LASSO is introduced in order to improve the prediction
accuracy and interpretability of regression models by alter-
ing the model fitting process to select only a subset of the
provided features for use in the final model rather than using
all of them [30], [31]. Consider a dataset D = {(x1, y1),
(x2, y2), ..., (xn, yn)},x ∈ Rd , y ∈ R, n represents the number
of patients in datasetD, and each patient consists of d features
and a single outcome, namely LoS. Let yi be the outcome
and xi := (x1, x2, . . . , xd )T be the feature vector for the
i-th patient. Then the objective of LASSO is to solve:

min
w

n∑
i=1

(yi − wT xi)2 + λ||w||1 (3)

where w represents the weight of features, and the larger
the weight, the greater the impact on LoS. λ represents the
regularization parameter and is greater than 0. In general,
the larger λ, the less likely the model is to overfit, but it
may not be able to capture some useful information in the
data. In fact, the parameter λ can effectively choose a simpler
model that does not include those coefficients set to 0 by forc-
ing the sum of the absolute value of the regression coefficients
to be less than a fixed value, which is beneficial to enhance
the interpretability of the model.

In this study, to develop and validate the LASSO-based
model for predicting ICU LoS, the patient population is
randomized into 2 groups. 70% of patients (849 patients) is
used to create predictive models and cross validation, and the
remaining 30% (365 patients) is used to externally validate
the proposed model. Figure 5 shows a schematic diagram of
the ICU LoS prediction model.

The proposed model includes the FeatureSet, LASSO
algorithm and Box-Cox transformation. FeatureSet, a total
of 125 discrete features are obtained by data preprocess-
ing and EDA. LASSO algorithm, λ is determined as 1.0
and the maximum number of iterations is 1000 by grid
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FIGURE 5. Schematic diagram of proposed model.

search method. Box-Cox transformation, which transforms
LoS into Box-Cox form. In addition, anti-Box-Cox of the
expected ICU LoS is applied when the performance of pro-
posed model is assessed in the 10-fold cross validation and
external validation method.

2) EVALUATION CRITERION
In order to evaluate proposed model, this paper uses 10-fold
cross validation and external validation method. In 10-fold
cross validation, the processed data are randomly partitioned
into 10 similar-sized subsets, and each subset is mutually
exclusive. Among the 10 subsets, a single subset is retained
as the validation data for testing the model, and the remaining
9 subsets are used as training data. The cross validation
process is then repeated 10 times, with each of the 10 subsets
used exactly once as the validation data. The 10 results are
then averaged to produce a single estimation. The advantage
of this method over repeated random subsets is that all obser-
vations are used for both training and validation, and each
observation is used for validation exactly once. In general,
a main advantage of the 10-fold cross validation evaluation
method is that it has a lower variance than a hold-out method.
In external validation, the paper uses the data that does not
appear in the training set to verify the performance of the
model, which can better reflect the scalability of the proposed
model.

Basing on the differences between the proposed model’s
predicted and observed ICU LoS, three measures of pre-
dictive performance are introduced to evaluate the proposed
model’s ability to predict ICU LoS.
1 Root mean squared prediction error (RMSPE)

RMSPE measures the average of the squares of the
errors, that is, the average squared difference between
the proposed model’s predicted value and observed
value [32]. It is always non-negative and value closer to
0 are better, and is computed as Eq.(4).

RMSPE =

√√√√1
q

q∑
i=1

(yi − ŷi)2 (4)

where q represents the number of data used for model
testing, ŷi is the value of the i-th sample proposed by
predicted model and yi is the corresponding observed
value.

2 Mean absolute error (MAE)
Because of the skewness of the ICU LoS distribution,
the RMSPE increases quickly if a long LoS are erro-
neously predicted to be short or vice versa. Therefore,
this paper presents the MAE, which does not have this
limitation. MAE is the average of the absolute value of
the difference between the proposed model’s predicted
value and observed value [33]. It is always non-negative
and value closer to 0 are better, and is computed as
Eq.(5).

MAE =
1
q

q∑
i=1

|yi − ŷi| (5)

3 Coefficient of determination (R2)
R2 provides a measure of how well future samples are
likely to be predicted by the proposed model. It ranges
from −1 to 1, where higher value correspond to better
predictions [34]. Eq.(6) presents its calculation method.

R2 = 1−

∑n
i=1(yi − ŷi)

2∑n
i=1(yi − yi)2

(6)

where n represents the number of all data and yi repre-
sents the average LoS of all patients.

III. RESULTS
All statistical analyses and proposed methods are imple-
mented using python 3.5 with a workstation: Intel(R)
Core (TM) i5-8400 CPU @ 2.58 GHz and 8 GB of RAM.

TABLE 6. Top-15 features for predicting the ICU LoS.

A. PATIENT FEATURES AND OUTCOMES
This study removed 87 features from the block of patient
features by LASSO-based model and used the remaining
38 features to predict LoS. Table 6 presents the Top-15 patient
features used in the proposed model and Figure 6 shows the
order of importance of all features affecting LoS. Clearly,
Tables 6 and Figure 6 show that TON, TA, NO, TAC, CA, and
CAT have significant effects on LoS. For TON, if it is‘No’,
it has a negative association with LoS. Otherwise, for TA,
it has a positive association with LoS.
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FIGURE 6. The order of importance of all features for predicting
the ICU LoS.

TABLE 7. The Performance of proposed model evaluated using 10-fold
cross validation and external validation method.

Table 7 summarizes the performance of proposed model
using 10-fold cross validation with 849 patients and exter-
nal validation with 365 patients. The results obtained by
the 10-fold cross validation method show that the average
error between the observed values and the predicted values
is within 1 day, which indicates that the proposed model has
strong fitting ability for ICU patients. Moreover, the results
obtained by the external validation method also show that the
proposed model has good generalization performance, so the
proposed method can be applied to clinical practice.

Figure 7 graphically displays the relationship between
observed and predicted ICU LoS for the 365 patients in
the external validation dataset. It can be found that when
the LoS is less than 30 days, the proposed model predic-
tion performance is better, but when the LoS is more than
30 days, the prediction performance of the proposed model
decreases dramatically. This may be due to the insufficient
long-term inpatients in the dataset, resulting in insufficient
feature extraction for long-term patients.

B. COMPARISON OF DIFFERENT REGRESSION METHODS
In order to verify the validity and superiority of proposed
model, this study compares it with other models commonly
used in ICU LoS prediction [7], [13], [17], [35]–[38]. Table 8
presents a comparison on the results between the proposed
model in this paper and other methods proposed in the pre-
vious literature. From Table 8, it can be found that most
studies have lower R2 and most of the validation methods are
simple hold-out method, which makes the results random to

FIGURE 7. Calibration curve comparing observed and predicted ICU LoS
for the 365 patients in the external validation dataset. Straight line
indicates perfect predictive ability. The red dots represent ICU LoS.

some extent. In the previous literature, Niskanen [36] et al.
obtained a best R2 with 0.28, but this study obtained a better
R2 with 0.35. To the best knowledge of authors, this study
achieved the best R2 across patients. However, technically,
R2 obtained by the proposed model is not very high. In fact,
when using cross-patient data to predict ICU LoS, R2 is
mostly concentrated in 0.05 to 0.28, while when using cross-
ICU data to predict ICU LoS, R2 is mostly concentrated
in 0.43 to 0.64, which indicates that the data used in this study
limits the further improvement of R2. Moreover, Figure 7
also indicates that when the LoS is longer than 30 days,
the predictive performance of the proposed model decreases
dramatically, which also limits the improvement of R2. How-
ever, the RMSPE and MAE obtained by the proposed model
have significant promising results. RMSPE is about 4 days
lower than the study of Verburg et al. [13], and MAE is about
2 days and 1 days lower than the studies of Verburg et al. [13]
and Balkan and Subbian [39], respectively. It shows that the
proposed model have substantial advantages over other LoS
prediction models.

C. EXPLORATION OF LENGTH OF STAY RISK FACTORS
IN DIFFERENT POPULATIONS
In this paper, this study not only estimates the performance
of the proposed model all patients, but also the subgroups
of patients, namely, survivors and non-survivors. Moreover,
this study also explores the risk factors for LoS in different
subgroups. According to the definition of survivors and non-
survivors, 925 survivors and 289 non-survivors are obtained.
The survivors and non-survivors are used to construct corre-
sponding models according Figure 5.

Table 9 presents the performance of separate models devel-
oped for survivors and non-survivors. In general, models
built using ICU survivors and ICU non-survivors performed
worse than models built using all patients in R2, which may
be limited by the amount of data we studied, especially in
non-survivirs. For survivors, the value for RMSPE is about
0.87 day, for MAE about 0.86 day and for R2 about 0.26.
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TABLE 8. A Comparison of the performance obtained by proposed methods and others’ works.

TABLE 9. The performance of proposed model evaluated using 10-fold
cross validation in ICU survivors and ICU non-survivors.

For non-survivors, the value for RMSPE is about 0.87 day,
for MAE about 0.90 day and for R2 about 0.26. Compared
survivors and non-survivors, it can be found that the volatility
of evaluation parameters of non-survivors is greater than that
of survivors. Similarly, it may be limited by the amount of
non-survivors.

To explore this further, the study compares the risk fac-
tors affecting ICU LoS of survivors and non-survivors. The
paper ranks the coefficients of LASSO-based model for
survivors and find that the top-15 risk factors affecting sur-
vivors are TON_No, TA, AD_NICU, I24H, CAT_lethargy,
AD_ICU,NO,ASA_IV, CA_lethargy, CBT_coma, CA_coma,
CAT_deep coma, CBO_NO, TAC_NO, and HGB, while
the top-15 risk factors affecting non-survivors are TA,
NEU, HIL_No, NO, TT, TON_No, CA_deep coma, LYM,
CBT_awake, PT, BASO, CA_coma, RBC, HIL_good and
AD_NICU. Comparing the risk factors of survivors to non-
survivors, it can be found that TA, NO, TON and CA have a
significant impact on both survivors and non-survivors, but
there are some differences in the influencing factors of the
two sub-populations. For survivors, AD, I24H, CAT andASA
have a greater impact on them but have little effect on non-
survivors. For non-survivors, NEU, TT, LYM and PT have a
greater impact on them but have little effect on survivors.

IV. DISCUSSION
The main contribution of this study is to construct a highly
accurate ICU LoS prediction model and to explore the risk
factors of different population in depth. The prediction model
in this study has several advantages. Firstly, the model is
characterized by small number of features (only 22 original
features), yet provides an accurate performance of the ICU
LoS. Moreover, small number of features can improve inter-
pretability of proposed models. Secondly, in order to make
full use of the data obtained, this study does not restrict the
data like other studies [15], [17], [18], which increases the
scalability of the proposed models. Thirdly, Box-Cox tech-
nology is introduced to transform the significantly skewed
ICU LoS into an approximate normal distribution, which
greatly improves the prediction performance. Fourthly, new
features such as TA and NO have a significant contribution
to the prediction of ICU LoS. Whether TA and NO were
added, the performance of proposed model are: RMSPE is
0.95±0.14 day vs 0.88±0.13 day, MAE is 0.98±0.08 day
vs 0.87±0.07 day, R2 is 0.28±0.10 vs 0.35±0.09. Clearly,
the new features TA and NO can significantly improve the
prediction of ICU LoS. Fifthly, this study uses different meth-
ods to deal with missing values according to the proportion
of missing values to improve the predictive performance of
the model, which avoids directly removing data in order to
make full use of limited data. Sixthly, this study used the
Apriori algorithm to analyze the association of categorical
features. The results of the association analysis can be used as
a guidance for clinicians. Furthermore, this study has a main
strength over previous reviews of ICU LoS. Previously, most
researchers have not conducted an in-depth study on the risk
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factors of ICU LoS in different populations [40]. However,
this study conducted an in-depth analysis of the survivors and
non-survivors. For survivors, AD, I24H, CAT andASAhave a
greater impact on them but have little effect on non-survivors.
For non-survivors, NEU, TT, LYM and PT have a greater
impact on them but have little effect on survivors. Moreover,
this study also shows that using a new set of features may
improve the predictive performance of ICU LoS which is
confirmed by Table 8.

However, there are several limitations of the current study
that need to be recognized. Firstly, this study deals with a
single organization (Sichuan Provincial People’s Hospital)
instead of several organizations, which may not be reflec-
tive and may also restrict generalizability. This is because
international differences in hospital and ICU structure, man-
agement, and patient care are likely to have an adverse
impact on predictive accuracy. Moreover, compared with
other studies [7], [13], [17], [35]–[38], the data used in this
study is smaller. Secondly, this study has not incorporated
ICU-related features such as the number of hospital/ICU
beds, full-time equivalent ICU nurses and types of care proto-
col into the model, which may help improve the performance
of the model and make it possible to plan ICU resources
more rationally. Thirdly, we are uncertain about the impact of
missing values on ICULoS prediction. Fourthly, the proposed
model does not achieve an ideal performance for predicting
long-term LoS on the ICU according to Figure 7. In addi-
tion, Figure 2 also shows that the LoS in this study has a
distribution of about 10%within one day, which improves the
performance of the proposed model to some extent, because
the proposed model predicts well in short-term LoS. To illus-
trate this, all patients with LoS for one day are removed and
the proposed model obtained 0.58±0.05 day for RMSPE,
0.73±0.04 day for MAE, and 0.26±0.07 for R2. Compared
with the prediction model using all patients, although the
performance of RMSPE and MAE is better, the performance
of R2 is poor, so the performance of the proposed model is
improved to some extent by short-term ICU patients.

In fact, constructing a good model for ICU LoS requires
rich data, specialized statistical and clinical knowledge.
Although this study supports and extends the previous stud-
ies, it can still carry out further study in the following
aspects in the future. Firstly, collectingmore types and greater
amount data, such as different hospitals, different regions
and even different races, which can increase the reliabil-
ity of the model’s performance. Secondly, it may be pos-
sible to make more detailed ICU LoS prediction based on
different types of disease or operation, which may further
improve the predictive performance of the model. Thirdly,
adding some ICU-related features such as the number of
hospital/ICU beds, full-time equivalent ICU nurses and types
of care protocol, or constructing new features based on clin-
ical practice, which may also improve the performance of
the model. Furthermore, this study is poor in predicting
long-term LoS, and future work can focus on improving the
predictive performance of long-term LoS.

V. CONCLUSION
This study undertakes an prediction of ICU LoS and explo-
ration of risk factors for different populations in depth. On the
one hand, this study has created a highly accurate predictive
model of ICU LoS based on the LASSO algorithm, in which
Box-Cox technology and new features TA and NO have
made significant contributions to the proposed model. On the
other hand, exploration of survivors and non-survivors also
demonstrates that there are also differences in the risk factors
affecting ICU LoS in survivors and non-survivors. Therefore,
this study and the successful application of LASSO algorithm
in real-world data shows that proposed model has the poten-
tial to improve the quality of care and resource use in ICU
wards.
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