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ABSTRACT The magnetic induction (MI) communication has been proved to be an effective method in
the wireless underground sensor networks (WUSN). MI communication system based on quasi-cyclic low
density parity check (QC-LDPC) codes is expected to improve the transmission performance in WUSN for
its good performance and hardware friendliness. In this paper, we aim to construct an optimized QC-LDPC
code with low encoding complexity for MI communication system. Firstly, we present a novel method,
magnetic induction - protograph extrinsic information transfer (MI-PEXIT) algorithm, which can evaluate
the performance of the QC-LDPC codes and predict the distance threshold for successfully transmission of
the direct MI communication. Then, we combine the discrete particle swarm optimization (PSO) algorithm
with the MI-PEXIT algorithm, and propose a novel scheme DPMIP method to optimize the QC-LDPC
codes for MI communication system. Furthermore, two groups of QC-LDPC codes with low encoding
complexity are constructed by the proposed DPMIP algorithm, which have different code parameters and
different coil parameters. Simulation results validate the superiority of the proposed QC-LDPC codes for MI
communication inWUSN, and the proposed codes also can achieve a good trade-off between the complexity
and the performance.

INDEX TERMS Magnetic induction communication, mutual information, distance threshold, QC-LDPC
codes, EXIT chart.

I. INTRODUCTION
Wireless underground sensor networks (WUSN) have
aroused much interest in recent years. It can be used in
pipeline monitoring, mine rescue, intelligent agriculture and
other underground applications. The traditional electromag-
netic (EM) wave communication suffers from high atten-
uation in WUSN because its propagation medium is no
longer air but rock, soil and water. Magnetic induction (MI)
communication is a promising technique to deal with the
underground challenge, which can achieve a better perfor-
mance than the EM wave communication [1], [2].

There are two main methods for MI communication, direct
MI and MI waveguides. The direct MI utilizes a couple of
coils as the transmitter and the receiver. The MI waveguides
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use some relay points, which are only single coils without
any processing device, besides the transmitter coil and the
receiver coil [1], [3]–[11].

MI-based signal transmission has already been employed
to transfer the information and power simultaneously [12].
In [6], the error propagation of MI communication system
attenuates its signal transmission performance, and channel
coding is necessary to improve the performance of signal
transmission for MI communication in WUSN. Thus, we can
adopt a strong channel coding scheme in MI communication
system to mitigate the effect of the error propagation. How-
ever, little work is done on the channel code optimization of
MI communication so far as we know.

Low-density parity-check (LDPC) codes have been studied
in many channels such as binary erasure channel (BEC),
additive white Gaussian noise (AWGN) channel, Rayleigh
channel and relay channel [13]–[18]. They have already been
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adopted in WUSN [19]. The relation between the under-
ground soil moisture and the performance of communication
is investigated. Experiment results show that using LDPC
codes in WUSN can effectively improve its performance.
However, only the traditional EM wave communication in
WUSN is considered in [19]. MI communication based on
LDPC codes in WUSN is expected to obtain a better perfor-
mance than that of EM wave communication.

As an important subclass of LDPC codes, the QC-LDPC
code can achieve a good trade-off between performance
and complexity for its simple structure and hardware
friendliness [20]–[22]. It has already been used in sev-
eral advanced communication standards like 802.16e and
802.11n [23]–[25]. For WUSN, small size and low power
consumption are necessary for the sensor nodes. Therefore,
the QC-LDPC code is a good choice for MI communication
in WUSN.

To reduce the energy consumption of the encoder for MI
communication in WUSN, QC-LDPC codes with low encod-
ing complexity are expected to be a better way which can
be encoded directly from the parity check matrix in a simple
recursive manner [26].

MI channel model is given in [1]. However, the channel
coding is not considered in [1]. In this paper, we aim to pro-
pose a method to design QC-LDPC codes with low encoding
complexity for MI communication system in WUSN.

The main contributions of this paper are as follows.
(1) We propose a new method, MI-PEXIT algorithm,

to evaluate the coil distances of the MI communication sys-
tem based on QC-LDPC codes. It can provide an easy way
to predict the coil distance for successfully transmission of
a given QC-LDPC codes for the MI communication sys-
tem. Meanwhile, we infer that there is a ‘‘distance threshold
effect’’ for theQC-LDPC codes ofMI communication system
by using theMI-PEXIT algorithm, which can predict the coils
distance for successfully transmission.

(2) We combine the discrete PSO algorithm with the
MI-PEXIT algorithm, and then propose a novel scheme,
DPMIP algorithm, to optimize the QC-LDPC codes for MI
communication system. The parity checkmatrices of the opti-
mized QC-LDPC codes can be constructed, and meanwhile
their corresponding distance thresholds also can be obtained
by the proposed DPMIP algorithm.

In this study, the distance threshold evolution and the
mutual information evolution during the optimization for dif-
ferent QC-LDPC codes are given. Furthermore, the bit error
rate (BER) performance are compared among the optimized
QC-LDPC codes besides the comparison between the pro-
posed codes and the 802.16e code. Note that the 802.16e code
is the QC-LDPC code used in the 802.16e standards, and it is
designed for the traditional EM wave communication.

This paper is organized as follows. The related work are
reviewed in Sect.2, and the preliminaries of MI channel
model and QC-LDPC codes are given in Sect.3. In Sect.4,
we firstly give the MI communiation model based on
QC-LDPC codes. Then, the proposed MI-PEXIT algorithm

and DPMIP algorithm are described. In Sect.5, two groups
of QC-LDPC codes are constructed by the proposed DPMIP
algorithm. In the simulation, we compare the pathloss of
different coil parameters. Then, we give the base matrices and
the H matrices of the proposed QC-LDPC codes. Further-
more, we describe the mutual information evolution of the
proposed QC-LDPC codes, and compare their BER perfor-
mance. Finally, the conclusion of this paper is given in Sect.6.

II. RELATED WORK
The path loss of the direct MI and the MI waveguide were
analysed in detail in [1], which is an important contribution
to the MI communication. The channel capacity, the network
capacity and the reliability of MI-based WUSN were investi-
gated, and the closed form of the channel capacity of the MI
channel was given in [4]. Furthermore, to increase the net-
work throughput of the MI waveguide, a tree-based WUSN
was investigated, in which the sensor nodes transmismitted
the signal by MI communication [5], [27].

Besides the theoretical analysis, a testbed of several MI
communication systems was developed, including the direct
MI and the MI waveguide. This study provides a guidelines
for implementing a MI communication testbed [7]. Different
undergroundmaterials may lead to different attenuation prop-
erties. Thus, for MI communication, the attenuation proper-
ties were studied in detail when the signal passed through the
most common rocks and the minerals [2]. This work provides
an important advice for designing the MI communication
system and location system.

To achieve optimal energy savings and throughput
gain, a distributed cross-layer protocol is proposed for
MI-based WUSN. Simulation results show that the proposed
scheme can effectively improve the energy savings and the
throughput efficiency [28]. For the traditional EMwave com-
munication in WUSN, the performance of the signal trans-
mission highly depends on the medium of the underground
environment [19].

The performance of the signal transmission in WUSN is
increased when the rate compatible LDPC codes are adopted
in the system. However, these LDPC codes are constructed
randomly which are not suitable for hardware implementa-
tion, and they are not good choice for MI-based WUSN for
their high energy consumption [19]. Meanwhile, EM wave
communication in WUSN suffers more attenuation than MI
communication. Therefore, MI communication system using
QC-LDPC codes deserves to be studied to improve the
performance of MI-based WUSN.

Density evolution (DE) and Gaussian approximation (GA)
are two methods to evaluate the performance of LDPC codes.
They are usually used to be combined with the optimization
method to search the optimal LDPC codes for a certain chan-
nel [15], [29]. Extrinsic information transfer (EXIT) chart
method has been widely used in performance evaluation and
design of LDPC codes for its accuracy and simplicity.

To accurately evaluate the threshold of the protograph
LDPC codes, a protograph EXIT (PEXIT) method is
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proposed in [30], and it has also been used to find the
threshold of QC-LDPC codes [17], [31], [32]. Therefore, it is
expected to be used to evaluate the QC-LDPC codes of the
MI communication system.

In this study, we develop the MI-PEXIT algorithm to track
the mutual information evolution for a certain QC-LDPC
code of MI communication system, which can predict the
transmission distance between the two coils. Then, we com-
bine this method with the discrete (binary) PSO algorithm,
and propose the DPMIP algorithm, to search the optimal
QC-LDPC codes with predetermined code parameters and
coil parameters.

III. PRELIMINARIES
In this section, we briefly review some concepts of MI
channel model and QC-LDPC codes.

A. MI CHANNEL MODEL
In terms of MI communication, the information is conveyed
by using the coils of wire. The channel model of MI commu-
nication is described as Fig.1 and Fig.2. MI transmitter coil
and receiver coil are given in Fig.1, where at and ar are the
radii of the transmitter coil and receiver coil, respectively, and
d is the distance between the two coils.

FIGURE 1. MI coils of transmitter and receiver.

FIGURE 2. Equivalent circuit.

Note that the signal in the transmitter coil induce the cor-
responding signal in the receiver coil, and thus the two coils
can be modelled as the primary coil and the secondary coil of
a transformer. To further simplify the analyse, the equivalent
circuit is given in Fig.2.
US is the battery of the transmitter coil, and UM is the

induced voltage on the receiver coil; Zt and Zr are the self
impedances of the transmitter coil and the receiver coil,
respectively; ZL is the load impedance. Zrt is the influence
of the receiver on the transmitter, and Ztr is the influence of
the transmitter on the receiver. The received power and the

transmission power can be described as follows [1].

Pr (d) = Re

{
ZL × U2

M

(Ztr + Zr + ZL)2

}
(1)

Pt (d) = Re

{
U2
S

Zt + Zrt

}
(2)

The details of the MI channel model can refer to [1].
Low energy consumption of the node is necessary for

WUSN. MI signal transmission depends on the coupling of
the wire coils in the near field, and it has lower energy
consumption than EM waves transmission [28].

The transmission power of MI system is composed of the
induced power and the coil power, which is consumed at the
receiver and the coil resistance, respectively. Note that both
of the transmission power and the receiving power highly
depends on the transmission distance between the coils. For
MI communication, there is nearly no power wasted on radi-
ation if the distance is small enough, and thus almost all
the power of the transmission coil can be conveyed to the
receiving coil.

However, if the distance increases, the receiving power
will be less. Note that the power is not really lost, and it is
just not transmitted to the receiver. The path loss of the MI
communication system is described as (3) [1].

LMI (d) = 6.02+ 60lgd + 10lg
Nt

Nra3t a3r
(3)

where d is the transmission distance; Nt and Nr are the num-
ber of turns of the transmitter coil and receiving coil; at and ar
are the radii of the transmission coil and the receiving coil.

B. QC-LDPC CODES
In this section, some definitions of QC-LDPC codes are given
firstly. Then, QC-LDPC codes with low encoding complexity
is described [26].

The parity check matrix of a QC-LDPC code, H, is a
binary matrix, which is composed of smaller square blocks.
These blocks are the sub-matrices of H, which are circulant
permutation matrices or zero matrices. It may be described as
follows.

H =


Pt00 . . . Pt0(N−2)
Pt10 . . . Pt1(N−2)
. . . . . . . . .

Pt(M−1)0 . . . Pt(M−1)(N−2)

Pt0(N−1)
Pt1(N−1)
. . .

Pt(M−1)(N−1)

 (4)

where Ptij is a circulant permutation matrix or zero matrix
with L × L, tij ∈ {0, 1, 2, . . . . . . ,L − 1,∞}. The size of
H is ML × NL. Note that if Ptij is a circulant permutation
matrix, it can be constructed by cyclically shifting the row
of the identity matrix by tij times. The matrix P is usually
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defined as follows.

P =


0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
...

0 0 0 · · · 1
1 0 0 · · · 0


L×L

. (5)

However, if Ptij is a zero matrix, it is denoted as P∞ or
P−1 [16], [33].
The threshold of a QC-LDPC code is important to its

performance evaluation. To evaluate the threshold, the binary
base matrix of the QC-LDPC code, B(H ), has to be given
besides the exponent matrix of a QC-LDPC code [32]. For
example, the binary base matrix of H is defined as (6).

B1(H ) =

 0 1 1
1 0 1
0 0 1

 (6)

where ‘‘0’’ refers to the zero sub-matrix in H, ‘‘1’’ refers to
the circulant permutation matrix in H. Based on the binary
base matrix, the corresponding exponent matrix is described
as (7).

E1(H ) =

−1 t01 t02
t10 −1 t12
−1 −1 t22

 (7)

where ‘‘−1’’ corresponds to the zero submatrix and other
entries correspond to the circulant permutation matrix
in H [26]. The position of ‘‘0’’ is determined when the base
matrix of the QC-LDPC code is constructed. Then, the posi-
tion of ‘‘−1’’ is determined in the exponent matrix.

Therefore, construction of the H matrix of QC-LDPC
codes can be reduced to the problem of constructing the
binary base matrix B(H) and the exponent matrix E(H),
which have smaller size than H.

To realize a low-complexity encoder, the matrix H of a
QC-LDPC code is usually divided into an information part
and a parity part. A semi-deterministic approximate lower
triangular (ALT) form of the parity part for the parity check
matrix is proposed, and it achieves a better performance and
more flexible design of QC-LDPC codes [26].

TheHmatrix with low encoding complexity considered in
this study, is described by the following equation:

HML×NL = [(HI )ML×KL |(HP)ML×ML], (8)

where HI is the information portion and HP is the parity
portion of the H matrix [26]. NL is the code length of the
QC-LDPC code, ML is the length of the parity bits, and KL
is the length of the information bits, where NL = KL +ML.
Furthermore, to facilitate the encoding ofQC-LDPC codes,

the parity portion of theHmatrix has to be constructed in the

following form [26].

HP =



0 I 0 · · · 0 0
0 h1,K+1 I · · · 0 0
0 h2,K+1 h2,K+2 · · · 0 0
...

...
...

. . .
...

...

Paij hM−3,K+1 hM−3,K+2 · · · I 0
I hM−2,K+1 hM−2,K+2 · · · I I
Paij hM−1,K+1 hM−1,K+2 · · · 0 I


(9)

where hij is the submatrix of the parity check matrix H.
It should be noted that all of the column weights of HP are
two, with the exception of the first column, which are the
same as those of the dual-diagonal structure in 802.16e [23].

For the QC-LDPC codes with HP as equation (9), the
encoding problem is reduced to generate parity bits based
on the information bits and H matrix in a very simple recur-
sive manner. The information bits are divided into K sub-
blocks, d0, d1, d2 . . . , dK−1. Then, we obtain M sub-blocks,
p0, p1, p2 . . . , pM−1.
The details of the encoding procedure of QC-LDPC codes

with low encoding complexity may ref to [26].

IV. PROPOSED CONSTRUCTION SCHEME:
DPMIP ALGORITHM
In this section, we propose a novel scheme to construct the
QC-LDPC codes for MI channel, DPMIP algorithm, which
combines the discrete PSO algorithm with the MI-PEXIT
method. Firstly, we give the block diagram of the MI
communication system based on QC-LDPC codes. Then,
we describe the procedure of the proposed DPMIP algorithm.

A. MI COMMUNICATION SYSTEM BASED
ON QC-LDPC CODES
The block diagram of the MI communication system based
on QC-LDPC codes is given as Fig.3.

FIGURE 3. MI communication system based on QC-LDPC codes.

In Fig.3, the source data is encoded via theHmatrix of the
QC-LDPC code. Note that we construct the QC-LDPC codes
with low encoding complexity in this study, and encoding
can be implemented in a simple recursive manner directly
by H. Then the encoded data sequences are modulated, and
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they are transmitted through the MI channel. Furthermore,
the receiver coil are induced by the transmitted signal, and
then they are demodulated and decoded. Finally, the recon-
structed data can be obtained and the signal transmission over
the MI channel is accomplished.

Note that for MI communication in underground environ-
ment, it has less channel variations than that of the EMwaves
communication. The thermal vibration of circuit elements is
the main noise source [28].

B. PSO ALGORITHM
The PSO algorithm was proposed in [34], which is an effec-
tive method to deal with the non-linear, multiobjective opti-
mization problem. It has already been adopted in a lot of fields
like antenna design, data fusion, filter design [35]–[39].

The key point of the PSO algorithm is the ‘‘particle eval-
uation’’. Consider there are many particles in the solution
space, and each particle corresponds to one solution. We can
use a fitness function to evaluate each particle. Then we
will have two ‘‘best’’ values during each iteration. One is
the particle best (pbest), which is the best fitness value
of each individual particle so far. The other is the global
best (gbest), which is the best fitness value among all the
pbest . Note that the particles update their positions with a
given velocity toward the final best solution during each
iteration.

There are two types of the PSO algorithm, continuous PSO
and discrete PSO, which are real-number and binary for the
solution space, respectively [35].

The procedure of the PSO algorithm is given as follows.
1. Initialization. Each particle is initialized randomly.
2. Evaluation. The fitness value of each particle is

obtained via the fitness function. For each particle,
if the fitness value is better than pbest in the history,
set the current fitness value be the new pbest . Then,
we let the best one be gbest , which is compared among
all the particles.

3. Update. The velocity of the particle is updated as
follows.

V i
=wV i−1

+c1η1(Pi−1−X i−1)+c2η2(Gi−1−X i−1)

(10)

The position of the particle is updated as follows.

X i = X i−1 + V i, (11)

where V i is the velocity to be updated, and i is the
number of iterations, Pi−1 and Gi−1 are the pbest and
gbest values after i−1 iterations, respectively, andX i−1

is the position of the particle after i− 1 iterations.
4. Stop Criterion. If the predetermined maximum number

of iterations is achieved, the iteration stops.
Note that in this study, the variables to be optimized are the

parity check matrix of QC-LDPC codes. Thus, we have to use
the discrete (binary) PSO algorithm.

C. MI-PEXIT ALGORITHM
To evaluate each particle in PSO algorithm, it is very impor-
tant to evaluate the fitness value effectively and accurately.
In this section, we propose a novel method, MI-PEXIT algo-
rithm, to evaluate theQC-LDPC codes forMI communication
system, which can track the mutual information evolution
during the iteration.
There is an important property for LDPC codes in the

EM wave communication which is called ‘‘noise thresh-
old effect’’ [15]. Therefore, we infer that there is ‘‘distance
threshold effect’’ for MI communication based on QC-LDPC
codes.
Consider a MI communication system based on LDPC

codes, if the transmission distance d < d∗, which is the
distance threshold, and then the bit error rate converges to
zero with infinity code lengths; if the distance d > d∗, and
then the error probability is always bounded away from zero.
The distance threshold is an important parameter which can
predict the performance of the MI communication system
based on QC-LDPC codes. The simulation results in this
study demonstrate the ‘‘distance threshold effect’’.
In this study, we use the MI-PEXIT algorithm to find

the distance threshold of the QC-LDPC codes, which is the
fitness value for the PSO algorithm.
For LDPC codes, the Tanner graph is usually used to

describe the message propogation among the variable nodes
and check nodes [15], [20], [29]. To better describe the pre-
sented algorithm, a Tanner graph model of the QC-LDPC
code is given as Fig.4.

FIGURE 4. Tanner graph of the QC-LDPC code.

In Fig.4, the variable nodes in the left correspond to the
columns of the H matrix, and the check nodes in the right
correspond to its row. The edges between the variable nodes
and the check nodes correspond to ‘‘1’’ in theHmatrix. Then,
we give the following definitions.
Ich: the mutual information between the channel observa-

tion and the associated codeword bit.
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IEv(i, j): the mutual information between the message from
vj node to ci node and the associated codeword bit. Note that
the message is propagated on the edges ei,j between vj and ci.
IEc(i, j): the mutual information between the message from

ci node to vj node and the associated codeword bit.
IAv(i, j): the a priori mutual information between one input

message and the codeword bit associated to the variable node.
IAc(i, j) the a priori mutual information between one input

message and the associated codeword bit.
IAPP(j): the mutual information between the a posteriori

probability log-likelihood ratio LLR(j) and the associated
codeword bit xj.
Note that the a posteriori probability log-likelihood ratio

LLR(j) is given as (12).

LLR(j) = ln
Pr(xj = +1|r)
Pr(xj = −1|r)

(12)

where r is the received signal vector over the channel. Other
details of the above definitions and the message propagation
model may refer to [30].

The MI-PEXIT algorithm is described as follows.
We assume that there are N variable nodes and M check
nodes, which corresponds to H matrix with sizeM ×N . The
edge between the j-th node and the i-th node is set as ei,j.
1.Initialization.
(1) Distance initialization. Let the coil distance be an

initialized value d .
(2) Mutual information IAv(i, j) initialization. Let the

mutual information IAv(i, j) be zero, ∀i=0, 1 · · ·M−1,
j = 0, 1 · · ·N − 1.

2.Update.
(1) Mutual information Ich. we denote J (σ ) as the capacity

of the channel, which is given as follows [40].

J (σ )=1−

∞∫
−∞

1
√
2πσ 2

e−
(y−σ2

/
2)
2

2σ2 log2(1+e
−y)dy

(13)

Furthermore, we have the mutual information as
follows.

I (j)ch = J (σch,j), ∀j = 0, 1 · · ·N − 1 (14)

Note that the variance of the channel input to the
j-th variable node, σ 2

ch,j, is given in (15).

σ 2
ch,j = 8R× f (dVj ) (15)

where dVj = d is the transmission distance between the
coils, and R is the code rate of the QC-LDPC codes.
f (dVj ) can be calculated as follows [1].

f (dVj ) = Pt − LMI − Pn (16)

where Pt , LMI and Pn are the transmission power,
the path loss and the noise power, respectively. Note
that LMI is given in (3), which is the function of the
transmission distance between the coils.

(2) Mutual information IEv(i, j). This is the mutual infor-
mation associated with the message from the variable
node to check node. We have the following equation.

IEv(i, j) = J (
√
σEv) (17)

where j = 0, 1 · · · ,N − 1 and i = 0, 1 · · · ,M − 1.
(3) Mutual information update for check nodes.

IAc(i, j) = IEv(i, j). (18)

(4) Mutual information update from check nodes to vari-
able nodes.

IEc(i, j) = 1− J (
√
σEc) (19)

(5) Mutual information update for variable nodes.

IAv(i, j) = IEc(i, j). (20)

(6) Mutual information evaluation for a posteriori
probability.

IAPP(j) = J (
√
σAPP) (21)

3.Stop criterion.

IAPP(j) = 1, ∀j = 0, 1 · · · ,N − 1 (22)

The message propagation between the variable nodes and
the check nodes will stop when IAPP converges to 1. In this
algorithm, σEv, σEc and σAPP can refer to [30], [32].

Note that the proposedMI-PEXIT algorithmwill converge,
if the transmission distance between the two coils is lower
than the threshold d∗. The threshold is the highest value
when the above algorithm is satisfied with the stop crite-
rion, and it is the maximum distance that the signal can be
transmitted successfully for a certain QC-LDPC code in MI
communication system.

D. PROPOSED DPMIP ALGORITHM
In this section, we propose a novel optimized method for
QC-LDPC code of MI communication system, which com-
bine the discrete PSO algorithm with the MI-PEXIT algo-
rithm. Consider the size of the parity check matrix H is
ML × NL. L is the size of its sub-matrix and M × N is the
size of its base matrix B(H ).
As described in (8), the parity check matrixH is composed

of the information portion HI and the parity portion HP [26].
The base matrix of HP is assumed to be determined for
implementing the low complexity encoder. Thus the base
matrix of HI , B(HI ) is to be optimized.
Furthermore, in the proposed DPMIP algorithm, the ‘‘par-

ticle’’ is the vector based on B(HI ), and the ‘‘fitness value’’
of each ‘‘particle’’ is the distance threshold calculated by the
MI-PEXIT method.

The details are described as follows.
1.Initialization.
Firstly, the maximum iteration numbers Imax and the num-

ber of ‘‘particles’’ Pnum are given. Then, the iteration number
i = 1, and the pbest i=1 is set to be a small value.
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2.Optimized vector generation.
We randomly generate Pnum binary vectors EWb. The opti-

mized binary vector EWb corresponds to the basematrixB(HI ),
and LWb is the length of EWb. wb,pj is the j-th bit of EWb of the
p-th particle, wb,pj ∈ {0, 1}, 0 ≤ j ≤ LWb − 1.

Then, Pnum matrices are constructed for evaluation in the
next step.

3.Threshold evaluation of the ‘‘particles’’.
In this step, we evaluate the distance threshold of the

QC-LDPC code by MI-PEXIT algorithm. Firstly, EWb is con-
verted to the base matrix B(HI ). Then, we combine B(HI ) and
B(HP) to construct the base matrix of QC-LDPC code, B(H ).

For Pnum binary vectors generated in step 2, we can obtain
Pnum distance thresholds pibest . Then, we can get the global
‘‘best’’ value gibest by comparing all the Pnum thresholds pibest .
4.The binary vectors update.
Firstly, the velocity of the particle is updated as follows.

vpji = λvpji−1 + δ(pbest)+ δ(gbest), (23)

where λ = 1.0, and δ(pbest) and δ(gbest) are described as
the following equations.

δ(pbest) = c1η1(pbest
i−1
pj − w

i−1
b,pj) (24)

δ(gbest) = c2η2(gbest
i−1
ij − w

i−1
b,pj) (25)

where c1 = c2 = 2.0, and the coefficients η1 and η2 are
random numbers with the uniform distribution in (0,1) [35].
Then, the binary vector can be updated as follows.

wib,pj =

{
1, r ipj < sig(vipj)

0, r ipj ≥ sig(v
i
pj),

(26)

where wb,pj is the j-th bit of the p-th particle EWb, and r ipj is a
random number with a uniform distribution in (0,1).

Note that sig(vipj) is described by the follows [35], [41].

sig(vipj) =
1

1+ e−v
i
pj
, (27)

5.Stop criterion.
Furthermore, we update the iteration number i = i + 1.

Then, go to step (3), evaluate the new vectors. Consequently
the pbest and gbest is updated until Imax is achieved.
Finally, we obtain the optimized base matrix, which corre-

sponds to the best distance threshold.

V. SIMULATION RESULTS AND ANALYSIS
In this section, we firstly investigate the path loss of MI chan-
nel with different coil radii. Then, two groups of QC-LDPC
codes are constructed by the proposed DPMIP algorithm in
the simulation, which are named as code A and code B. In the
simulation, the number of the ‘‘particles’’ Pnum = 20, and the
maximum iteration numbers Imax = 30.
The size of the sub-matrix L of the proposed codes is

set to be 96 for fair comparison with the QC-LDPC codes
in 802.16e standard (802.16e code) [23]. Note that the base
matrix of the 802.16e code is composed of two parts, which

FIGURE 5. Path loss comparison for different coil radius.

TABLE 1. Code parameters of the proposed code A.

correspond to the systematic bits and the parity check bits,
respectively. There are six base matrices and the correspond-
ing exponent matrices are given in [23].

The path loss comparison for different coil radii is
described as Fig.5. The path loss of MI channel is given
as equation (3). The other parameters is the same as in [1]
besides the coil radius.

From Fig.5, we can see that when the distance is 2m,
the path loss of the coils with coil radius 0.15m, 0.3m and
0.5m are about 73dB, 55dB and 42dB, respectively. The
largest coil radius results in about 31dB gain. On the other
side, when the path loss is about 55dB, the distance with coil
radius 0.15m, 0.3m and 0.5m are about 1m, 2m and 3.5m,
respectively. The largest coil radius achieves about 2.5m
improvement for the same path loss.

Thus, in this study, we take the coil radius into account
when constructing the QC-LDPC codes for MI communica-
tion system.

A. DISTANCE THRESHOLDS OF THE PROPOSED CODES
For code A, we construct three QC-LDPC codes, which are
optimized with the same coil parameters. The coil parameters
are the same as in [1], the transmission power Pt = 10dBm,
the noise power Pn = −103dBm, the radii of the transmitter
and receiver coil at , ar are both 0.15m, and the number of
turns of the transmitter and receiver coil are both 5. The code
parameters of code A are given as follows.

The distance thresholds of code A1, code A2 and code A3
are obtained by the proposed DPMIP algorithm, which are
given in table 2.

Note that to keep the low encoding complexity of
QC-LDPC codes, we have to keep the HP unchanged. Thus
we punctured some columns of HI of code A1 to construct
the QC-LDPC codes with code rate 1/3 and 1/4. Lower code
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TABLE 2. Distance thresholds of the proposed code A.

TABLE 3. Coil parameters of the proposed code B.

TABLE 4. Distance thresholds of the proposed code B.

rate usually leads to better distance threshold, and however
shorter code length usually results in smaller distance thresh-
old. From the obtained thresholds, we can see that code A2
achieve a good trade-off between the code rate and the code
length, which has the best distance threshold.

Therefore, for code B, another three QC-LDPC codes are
constructed with different coil radii or different transmission
power, which all have the same code parameters as that of
code A2. To simplify the description, the three QC-LDPC
codes are regarded as different coil parameters. Performance
comparison among code B may better reveal the effect of the
coil parameters on the code performance for MI communica-
tion system.

The coil parameters of these codes are described in table 3.
Note that for fair comparison and easy simulation, the three

codes of code B have the same noise power and the turn of
coil. The noise power is the average power, and the turn is the
typical value [1].

The optimal three matrices of the code B are constructed
by the DPMIP algorithm, and meanwhile their correspond-
ing distance threshold are obtained, which are described in
table 4.

We can combine the optimal matrix HI with HP which
is given as (9), and construct the corresponding three H
matrices.

Note that we predict the best distance threshold with
the determined coil parameters of code B by the proposed
DPMIP algorithm, which lead to an easy way for evalu-
ating and designing MI communication system based on
QC-LDPC codes.

B. BASE MATRIX AND H MATRIX OF PROPOSED CODES
The three optimal base matrices of code A1, code A2 and
code A3 are given in Fig.6.

From Fig.6 we can see that the cross represents ‘‘1’’ in the
base matrix which corresponds to the nonzero submatrix in
H matrix, and while the blank area represents the zero which
corresponds to the zero sub-matrix in H. Note that the three
matrices share the same last 12 columns, which corresponds
to the B(HP).

FIGURE 6. Base matrix of code A.

FIGURE 7. H matrix of code B1 and code B2.

FIGURE 8. Base matrix and H matrix of code B3.

The parity check matrices of code B1 and code B2 are
described in Fig.7. The base matrix and the corresponding
parity check matrix of code B3 are given in Fig.8. As shown
in table 3, the three QC-LDPC codes of code B have the
same code rate and code length as that of code A2. Thus,
we investigate the effect of the coil radius and the transmitting
power of code B.

From Fig.7 and Fig.8, we can see that the H matrices
of code B1, code B2 and code B3 have the same portion,
which is from column 577 to column 1728 (the last column).
During the optimization, we only search the optimal base
matrixB(HI ), and theB(HP) has to be unchanged to guarantee
the simple recursive form of encoding QC-LDPC codes.

The optimal base matrix of the QC-LDPC codes will
be obtained when we combine the B(HI ) with the B(HP),
and then we can construct the H matrix of the QC-LDPC
codes. Note that for simplifying the simulation, the non-
zero entries of the exponent matrices are randomly generated
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in [0,L − 1], and simulation results shows that this simplifi-
cation is reasonable.

C. DISTANCE THRESHOLD EVOLUTION AND MUTUAL
INFORMATION EVOLUTION
The distance threshold is an important parameter to evaluate
the performance of QC-LDPC codes for MI communication
system. For each discrete (binary) PSO iteration, the predeter-
mined numbers of matrices are evaluated by the MI-PEXIT
algorithm, and the best distance threshold will be found when
the maximum iteration numbers Imax is achieved. During
the evaluation for each matrix, the mutual information will
decrease if the distance increases.

FIGURE 9. Distance threshold evolution of code A2.

FIGURE 10. Distance threshold evolution of code B3.

The distance threshold evolution of code A2 and code B3
are given in Fig.9 and Fig.10. In these two figures, the average
distance threshold evolution and the global distance threshold
evolution are given respectively.

From Fig.9 and Fig.10, we can see that the distance thresh-
olds of code A2 and code B3 are 8.42m and 36.91m, which
is given in table 2 and table 4. For code A2, the distance
threshold 8.42m is obtained when the iteration number is 3,

and while for code B3, the distance threshold 36.91m is
achieved when the iteration number is 17.

To further reveal the relation between the mutual infor-
mation and the distance during the optimization, the mutual
information evolution of code B1, code B2 and code B3 are
given in Fig.11. In this figure, the mutual information of
each code decrease from 1 sharply when the distance increase
above their distance thresholds respectively, which verify the
‘‘distance threshold effect’’ of QC-LDPC codes of the MI
communication system. Note that the mutual information of
the QC-LDPC codes is ‘‘1’’ means successfully decoding the
message.

FIGURE 11. Mutual information evolution for code B.

D. BER COMPARISON
To better validate the superiority of our proposed code in
WUSN, we also compare the performance of 802.16e code
and the proposed code A1. In this study, the code parameters
of 802.16e code is the same as that of code A1, which
has the code rate 1/2 and the code length 2304. Note that
802.16e code is originally designed for EM wave communi-
cation [23].

Firstly, we use the 802.16e code in MI communication
system, and compare the BER of coded simulation and the
uncoded simulation. Then, to verify the better performance
of our proposed code, we compare the BER between code A1
and 802.16e code.

BER comparison for MI communication between coded
and uncoded simulation is described as Fig.12. In this figure,
the BER of uncoded theoretical result is calculated from
BER = 0.5 ∗ erfc(

√
SNR) [1]. The coded simulation is

performed by using the 802.16e code in MI communication
system described in Fig.3. From this figure, we can see that
the coded simulation perform much better than the uncoded
result in terms of BER.

Furthermore, the BER comparison of code A1 and
802.16e code is given in Fig.13. From this figure, code A1
achieve about 4.4m improvement than the 802.16e code at
BER of 10−4. Thus, the proposed codes achieve a better
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FIGURE 12. BER comparison for MI communication between uncoded
and coded simulation.

FIGURE 13. BER comparison for code A1 and 802.16e code.

FIGURE 14. BER comparison for code B.

performance than 802.16e code, which verify the superiority
of the proposed DPMIP algorithm.

BER comparison of code B is given in Fig.14. From this
figure, we can see that the distances of BER at 10−4 of

code B1, code B2 and code B3 are in good agreement with
their distance thresholds, respectively. Therefore, it can be
deduced that the proposed DPMIP algorithm can predict
the distance threshold well while optimizing the QC-LDPC
codes for MI communication system.

VI. CONCLUSION
In this study, we propose a novel scheme, DPMIP algorithm,
to optimize the QC-LDPC codes forMI-basedWUSN, which
combine the PSO method with the proposed MI-PXIT algo-
rithm. We can predict the distance threshold of the optimized
QC-LDPC codes by the proposed scheme besides construct-
ing the optimal QC-LDPC codes for MI communication
system.

Simulation results show that the proposed scheme is a
desirable method to design the QC-LDPC codes forMI-based
WUSN. It provides an easy method to evaluate the perfor-
mance of MI communication system based on QC-LDPC
codes, and it also provide a guideline to design the param-
eters of MI communication system such as the coil radius,
transmitting power.

Note that we only consider the direct magnetic communi-
cation in this study. Channel model is the difference between
the direct MI and the MI waveguides [28]. Thus the proposed
method can also be extended to construct QC-LDPC codes
for MI waveguides.
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