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ABSTRACT Pedestrian destination prediction of a user is known as an important and challenging task for
LBSs (location-based services) like traffic planning and travelling recommendation. The typical method
generally applies statistical model to predict the future location based on the raw trajectory. However, while
predicting, existing approaches fall short in accommodating long-range dependency and ignore the semantic
information existing in the raw trajectory. In this paper, we proposed a method named semantics-enriched
attentional BiGRU (SEABIG) to solve the two problems. Firstly, we designed a probabilistic model based
on the GMM (Gaussian mixture model) to extract stopover points from the raw trajectories and annotate
the semantic information on the stopover points. Then we proposed an attentional BiGRU-based trajectory
prediction model, which can jointly learn the embeddings of the semantic trajectory. It not only takes
the advantage of the BiGRU (Bidirectional Gated Recurrent Unit) for sequence modeling, but also gives
more attention to meaningful positions that have strong correlations w.r.t. destination by applying attention
mechanism. Finally, we annotate the most likely semantic on the predicted position with the probabilistic
model. Extensive experiments on Beijing real datasets demonstrate that our proposed method has higher
prediction accuracy.

INDEX TERMS Trajectory prediction, semantic trajectory, deep learning.

I. INTRODUCTION
The widespread use of private vehicles with positioning ser-
vices and the rapid advance in wireless mobile communi-
cation technology (such as 4G and beyond) enable us to
acquire large-scale GPS trajectories [1]. Based on themassive
data, the research of the next location forecast has aroused
widespread concern [2]–[4] in recent years. Besides, trajec-
tory prediction is of great significance for location based
services (LBSs) [5], [6] such as passenger destination recom-
mendations, targeted advertisements delivery and navigation
services.

However, as demand arises, the semantic information
which contains the intents of users is extracted from the raw
trajectories with external data sources (e.g., land uses, social
media) [7]–[9] to improve the accuracy of prediction.

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Wang.

Here, we propose a pedestrian location prediction with
semantic trajectories method named semantics-enriched
attentional BiGRU model, which constructs a GMM-based
semantic annotating part and an attentional BiGRU-based
next location prediction part.

To better present our work, the rest of this paper is arranged
as follows. We describe selected related works in Section 2.
Then, some useful definitions and the framework of themodel
will be listed in Section 3. We introduce the structure of
SEABIG in detail in Section 4. Finally, we present our results
in Section 5, and conclude the paper in Section 6.

II. RELATED WORK
A. SEMANTIC ENRICHING
In order to enrich the raw trajectory with semantic informa-
tion, raw trajectories were linked with auxiliary information,
e.g., land use and road network. And there are two kinds
of methods existing to utilize such semantic information.

109054 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 7, 2019

https://orcid.org/0000-0002-5918-0312


W. Zhang et al.: SEABIG: A Deep Learning-Based Method for Location Prediction

One based on user-generated tags, such as in [10], a latent
topic-based clustering algorithm was proposed to add geo-
tagged text message to raw data, and Wu et al. presented a
frequency-based algorithm [11] to link the mobility data with
social media. Those methods can handle the low-sampling
data with user-generated information. The other one based
on map information [12]–[14], such as Yan et al. proposed
a algorithm [15] to extract stops of each trajectory and add
semantic landmarks to the stops.

B. TRAJECTORY PREDICTION
The present pedestrian location prediction methods can be
roughly grouped into two categories: pattern-based meth-
ods and model-based methods. Pattern-based methods utilize
the sequence analysis to predict the next location. Various
approaches have been presented for sequential patterns min-
ing [16], periodic patterns [17], such as Boukhechba et al.
presented a method [18] which accommodates the changes
in the trajectories and use online mining of association rules
that support concept drift. Though these methods have been
shown to be useful for position forecast, only explicit patterns
named apriori can be mined and all the motion regularities
cannot be captured.

The other method is model-based location prediction.
Researchers use statistical models to capture the motion
regularity and make predictions with those trained models.
A number of models have been proposed, such as mobil-
ity Markov chains [19], matrix factorization (MF) [20].
However, those models cannot capture the semantics of user
activities and solve the problem of long-range dependency.

Besides, some research use deep learning approaches
to process the spatio-temporal data. A CSSRNN-LPIRNN
model [21] was designed to model the trajectory. And in the
area of trajectory prediction, the LSTM and its variants [22]
performwell. A hierarchical spatial-temporal LSTM [23]was
used to mitigate the problem of data sparsity and model the
contextual historic visit information in trajectory prediction.
And a ST-LSTM [24] which implements time gates and dis-
tance gates into LSTM to capture the spatio-temporal relation
between successive check-ins to recommend next location to
users.

III. PROBLEM DEFINITION
In the section, the definitions used in the paper are listed first
and then the model of semantic enriching and the trajectory
prediction are introduced.

A. NOTATIONS
Definition 1: Raw trajectory. Locations generated chrono-
logically by user i in the jth day consist of one raw tra-
jectory Ri

j ={l1, l2, . . ., ln}. And each location lk (k =
1, 2, . . ., n) is further expressed as spatio-temporal sequence
[latk, lonk, tk], where lat, lon and t represent the latitude,
the longitude and the located time of the trajectory location,
respectively.

FIGURE 1. The connections of the definitions.

Definition 2: Initial stopover trajectory. The locations set
ISij = {l1, l2, . . . , lm} (m≤n) of which time intervals are
longer than a threshold t0 and the distance is shorter than a
threshold d0 represent the stopover points of the trajectory
generated by user i in the jth day.
Definition 3: Terminal stopover trajectory. A terminal

stopover trajectory TSij = {lt1, lt2, . . ., lts}(s≤m) is the
sequence of fine-grained extracted initial stopover points.
Definition 4: Feature vector. A feature vector of a location

in a stopover trajectory is defined as f=[p1, p2, . . . , pN], N is
the number of the POI type on the map, and pi is the radio of
the numbers of the POIs of type i and the total number of the
POIs in a circle area centered at the location.

The connection between these definitions is shown in
Figure 1.

B. SEMANTIC ENRICHING PROBLEM
The raw trajectories contain two parts: the moving part and
the stop part. Based on the spatio-temporal threshold and the
DBSCAN algorithm, we extracted the stopover points from
the raw GPS data to construct the stopover trajectories, which
contain the pedestrian moving purposes. And we trained the
GMMmodel with the stopover trajectories and map informa-
tion to accomplish the semantic enriching.

So in this part, we aim to extract stopover points containing
semantic information of users from their raw trajectories.
Then we annotate the stopover points with map information
to get the pedestrian moving preference.

C. TRAJECTORY PREDICTION PROBLEM
With the stopover points extracted in the semantic enriching
step, we can turn each raw trajectory to the stopover tra-
jectory, which not only retains the pedestrian purpose, but
also discards the moving parts to simply the calculation.
And we designed the attentional BiGRU-based trajectory
prediction model with the input of stopover trajectories to
complete the prediction. And the output will be sent to the
trained GMM semantic enriching model to give the possible
destination.
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FIGURE 2. The framework of semantic enriching in SEABIG.

IV. SOLUTIONS
In this section, we show the principles and process of the
approach in detail.

A. SEMANTIC ENRICHING
As described before, semantic information is hidden in
sequences constructed by stopover points of raw trajectories.
So we accomplish the semantic enriching in two steps. The
framework of this part is shown in Figure 2.
Step 1 (Stopover Points Extracting):To extract the stopover

points, first we set a time threshold t0 and a distance threshold
d0 and scan the database of raw trajectories to pick up the
points satisfying the standard that the time interval is no
less than t0 and the distance is no more than d0 to complete
the roughly extracting and get the initial stopover points.
Algorithm 1 is as follows:

Algorithm 1 Extracting Initial Stopover Points
Input: A raw trajectory R

Interval and distance threshold t0,d0
Output: An initial stopover trajectory IS
1: IS←<>;
2: i← 1;
3: for j = 2 to |R| do
4: if distance(lj, lj−1) ≥ d0 then
5: if hi 6= hj−1 and tj - ti ≥ t0 then
6: IS← append <hi, hj−1 > to IS
7: end if
8: i← j;
9: end if
10: end for
11: return IS;

Then we apply the DBSCAN on the following fine-grained
extracting to merge points that spatially adjacent and collect
the center of each cluster to get the terminal stopover points.
In the algorithm, the radius of the circular area Eps and the
minimum number of points in the area MinPts will effect

on the result. So we set the MinPts to 4 by experience, and
the Eps parameter has been estimated based on the algorithm
as proposed in [25]. A trajectory T can be represented as a
vector of distances di between two consecutive points pi and
pi+1. It is possible to plot the appropriate Gaussian curve with
the mean µ and the standard deviation σ of these distances.
So we can use the quantile function to avoid the knowledge
about the trajectory domain. It is the inverse of the cumulative
distribution function, where quantile function: [0,1] → R.
The quantile function is described as:

F−1(p, µ, σ ) = µ+ σ
√
2erf −1(2p− 1) (1)

erf −1(x) =
∞∑
k=0

ck
2k + 1

(
√
π

2
x)2k+1 (2)

where, µ and σ are the mean and the standard deviation,
respectively. c0 = 1 and ck is:

ck =
k−1∑
m=0

cmck−1−m
(m+ 1)(2m+ 1)

(3)

Step 2 (Mapmatching:)Tomatch the terminal stopover points
with the POIs on the map, we propose a probabilistic genera-
tive model to decide the visit purpose of each stopover points.
We assume that feature vectors f follow a Gaussian mixture
distribution as described in equation (4), and the probability
that the feature vector f belongs to the visit purpose k is
described in equation (6):

p(f ) =
N∑
m=1

p(m)p(f |m) =
N∑
m=1

πmN (f |µm, 6m) (4)

N (f |µ,6) =
1

√
2πp |6|

exp
(
−
1
2
(f − µ)T 6−1 (f − µ)

)
(5)

γ
(
f ij , k

)
=

πkN
(
f ij |µk , 6k

)
∑N

m=1 πmN
(
f ij |µm, 6m

) (6)

where µk and 6k denote the mean and the covariance matrix
of the visit purpose k, respectively.

Then we can calculate the log likelihood described in
equation (7) of a terminal stopover trajectory based on the
probabilistic generative model, f(n) means the feature vector
of the nth point in the terminal stopover trajectory, and vm
means the mth type of visit purpose.

L(TS ij ) =
∑ts

n=1
log

{∑N

m=1
πmN

(
f ij (n) |µm, 6m

)}
=

∑ts

n=1
log

{∑N

m=1
P
(
f ij (n) |vm, µm, 6m

)}
(7)

To estimate the model parameters, we apply the EM
algorithm with all trajectories. The EM algorithm estimates
maximum likelihood parameters of a statistical model itera-
tively. To simplify the computation, we utilize the Jensen’s
inequality to get a lower bound F of the log likelihood
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function as shown in equation (8).

L
(
TS ij

)
≥ F =

ts∑
n=1

∑
m

Q(vm) log

(
P(f ij (n) , vm|µm, 6m)

Q (vm)

)
(8)

Then we maximize F by deriving the following update
formula of EM steps for all parameters:

µk =

∑ts
n=1 γ

(
f ij (n) |k

)
f ij (n)∑ts

n=1 γ
(
f ij (n) |k

) (9)

6k =

∑ts
n=1 γ

(
f ij (n) |k

) (
f ij (n)− µk

) (
f ij (n)− µk

)T
∑ts

n=1 γ
(
f ij (n) |k

)
(10)

πk =

∑ts
n=1 γ

(
f ij (n) |k

)
ts

(11)

The parameters can be estimated by substituting the update
formula iteratively. Finally, we put the parameters into the
equation (6) and select the POI type corresponding to the
maximum probability as the visit purpose of the location in
the stopover trajectory.

B. PEDESTRIAN SEMANTIC TRAJECTORY PREDICTION
To predict the pedestrian semantic trajectory, first we need
to extract the terminal stopover points to construct stopover
trajectories which represent pedestrian semantic trajectories.
And we accomplished the prediction based on the stopover
trajectories with the proposed SEABIG model.

For our semantic trajectory prediction, it is unlikely to
satisfy demands of practical scenarios by using RNN, LSTM
or GRU network directly. Firstly, the RNN exists the problem
of gradient disappearance with long-time training. Though
the standard LSTM can improve the problem with its opti-
mized structure, it takes longer time to train the model with
more parameters and more complex calculations. Besides,
when positions in trajectories are far from each other, some
strong correlations may be lost. And those important posi-
tions closely related to the destination should be given more
attention. Therefore, we propose a semantics-enriched atten-
tional BiGRU model (SEABIG model in short) to solve the
problem.

The SEABIGmodel first uses an embedding layer to trans-
form the training points into the input of the network. Then
the latent features of the former and later positions can be
learned through a BiGRU layer. And the attention mechanism
will be added to pay more attention to the preceding positions
that have strong correlations to the destination with the output
of the BiGRU layer. Finally, the probability distribution of
each possible location will be given through the output of a
softmax function.

The framework is shown in Figure 3. In the reminder of the
section, we present the details of different layers.

FIGURE 3. The framework of BiGRU in SEABIG.

1) THE EMBEDDING LAYER
Given a terminal stopover trajectory TS of a user, we used
the embedding layer to extract the information in each record
l=[lan, lon, t]. We learn the embeddings for the position and
the timestamp and attach them to a vector e to accomplish the
encoding work of the information contained in the terminal
stopover trajectory.

The timestamp t is the original temporal information of
the trajectory. However, because it is continuous, it is hard
to embed each timestamp. Therefore, we map a day into
24 slots (6 slots for dawn, 6 slots for morning, 6 slots for
noon and 6 slots for evening). And the trajectory is shown
as Figure 4 with time segmentation. We turn each timestamp
t to a 24-dimenstional one-hot vector representation. So the
time embedding part in the embedding layer aims to learn a
Dt∗ 24 transformation matrix Et (The dimension of the time
embedding layer is Dt.).
Then we transform each location record [lan, lon] into aM-

dimensional one-hot vector (M is the encode of the geohash-
based grid which the location belongs to.). So the location
embedding part in the embedding layer aims to learn a Dl∗

M transformation matrix El (The dimension of the location
embedding layer is Dl.).
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FIGURE 4. (a) shows trajectories without time segmentation, (b) shows
trajectories with time segmentation.

2) THE BIGRU LAYER
To handle the problem of time series, the GRU network can
be a helpful method. It can improve the problem of gradient
vanishing and exploding phenomena by the gating mecha-
nism. However, in our problem, to a given stopover trajectory,
the later point also provides important information to the
former part, which the GRU ignores due to its framework.
To preserve the useful latent features contained in the future
context, we adopts a bidirectional GRU network to take both
preceding and following points into consideration by forward
and backward pass respectively.

The framework of the BiGRU network consists of a for-
ward GRU and a backward GRU network. Different from
LSTM, it has only two gates: reset gate r and update gate z:

rt = σ (Wr · [ht−1, xt ])

zt = σ (Wz · [ht−1, xt ])

h̃t = tanh(Wh̃ · [rt ∗ ht−1, xt ])

ht = (1− zt ) ∗ ht−1 + zt ∗ h̃t (12)

where rt is the reset gate, zt is the update gate, ht is the hidden
state, and the h̃t is the hidden input activation vector. And W
is the weight of corresponding variables.

Based on the basic GRU network, the BiGRU extends the
network through a second layer, in which the connections
between the hidden states flow in opposite temporal order.
Therefore, the network extracts latent features from both pre-
ceding and following points. The final output of the location
is as follows:

ht = [hrt ⊕ hlt ] (13)

3) THE ATTENTION LAYER
Generally speaking, the later points near the pending predict-
ing point make the most contributions. However, in practice,
those points, which have strong correlations to the pending
predicting point, should be focused on.

Therefore, to take the problem into consideration, we
utilized the attention mechanism as described:

mt = tanh(Whht + bh)

ai =
exp(mt )∑N
k=1 exp(mk )

r =
N∑
i=1

aihi (14)

where N is the length of the input stopover trajectory; r,
which is formed by a weighted sum of output hidden states,
is the representation of hidden of the input sequence; Wh
and bh are the weights and bias in the attention layer. Those
points that have strong correlation to the pending predicting
location will be assigned bigger weights through the training
process. Finally, we can get the location representation for
classification:

h∗ = tanh(r) (15)

4) THE PREDICTING LAYER
We utilized the dense layer as the final output of the network,
and a multi-class logistic regression is used to obtain the
distribution of the pending predicting location label (()) from
the set of classes C, which is the set of all cells in the
geohash-based grid.

p̂(y|TS) = softmax(W TSh∗ + bTS )

ŷ = argmax
y
p̂(y|TS) (16)

We adopted cross entropy as the loss function. It is the
frequently used multi-class logarithmic loss function for soft-
max classifier:

L(θ ) = −
1
n

n∑
i=1

ti log(yi)+ λ ‖θ‖2F (17)

where ti is the one-hot represented output, m is the number
of target pending predicting location and λ is a pre-defined
parameter of the regularization term to avoid overfitting. And
yi is the output of the softmax function.
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FIGURE 5. Complete framework and process of SEABIG.

After that, we decode the geohash code to get the location
of the predicted points. Then we will put the location into
the generative model to annotate the semantic label. So the
complete framework and the process of SEABIG are shown
below:

V. EXPERIMENTS EVALUATION
A. EXPERIMENTAL CONFIGURATION
We implement our model with Matlab 2017a and Python 3.7,
and conduct the experiments on a computer with an Intel(R)
Core(TM) i7-7700HQCPUwith 2.8 GHz (8 CPUs) and 8 GB
main memory running Windows 10.

In the semantic enrichment part of the SEABIG model,
two types of data are required. One is map information
data, so we choose the POIs data to represent the map
information. The POIs data were collected artificially from
Amap and consisted of 459,751 POIs with 369 fine-grained
categories. In our experiment, based on the POI informa-
tion we collected, we set the number of dimensions of the
feature vector to seven, i.e. λ1 as housing areas including
apartments, dormitories, etc., λ2 as working areas includ-
ing companies, offices, etc., λ3 as shopping areas including
malls, markets, etc., λ4 as transportation landmarks including
bus stations, subway stations, etc., λ5 as entertainment areas
including gyms, parks, etc., λ6 as studying areas including
schools, libraries, etc., and λ7 as food areas.

FIGURE 6. Distribution of the dataset in Beijing.

Besides, ground-truth data is required to validate our
results. However, publicly available GPS datasets generally
do not contain ground-truth due to privacy considerations.
Hence, we recruited 20 volunteers in Beijing with different
ages and occupations to collect their daily trajectories with
ground-truth for 3 months from the BDS (BeiDou Naviga-
tion Satellite System). Thus, our sample dataset contained
1957 trajectories with a total distance of 151,553 kilometers.

Then in the prediction part, we utilize the public data and
the collected ground-truth data, which are collected from
the different sources, i.e. GPS and BDS. The test data is
collected from 182 real users in the Geolife of Microsoft
Asian Research Institute project. It contained 17,621 trajec-
tories with a total distance of 1,292,951 kilometers and a total
duration of 50,176 hours in Beijing over a period of 5 years.
Figure 6 plots the distribution (heat map) of the dataset in
Beijing.

B. COMPARED METHODS AND PREFORMANCE METRICS
Compared Methods: We compared our model with three
types of method as described as follows:

(1) Nearest location (NL): The NL method is the original
approach to predict the next location. It regards the
nearest neighbors to the user’s present position as the
next location.

(2) Matrix factorization (MF): The MF method is the
model-based method to predict the pedestrian future
location. With the observed position matrix, the MF
model learns the low dimensional feature vectors of
users and positions to choose the most similar locations
as the next location users will pass.

(3) Hidden Markov Model (HMM): It is also a
model-based method for next location prediction.
It considers pedestrian trajectories as aMarkov process.
Then a HMM is learned to capture the regularities
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FIGURE 7. Comparison of hitting ratio with the BDS data in Beijing.

of pedestrian track. And it will give the next location
which is the predicted location with the largest proba-
bility.

(4) LSTM network: The LSTM network is the regular
model for prediction based on deep learning methods.
It improves the problems of gradient vanishing and
gradient exploding that may appear in traditional RNN.

Performance Metrics: In order to evaluate each method,
the hitting ratio and the Haversine distance were utilized to
evaluate the quality of prediction.

Hitting ratio is the parameter to check if the actual location
occurs in the top-k prediction sequence. For the test data, this
parameter calculates the percentage of trajectories for which
the real next location is successfully contained in the top-k
result list.

Haversine distance is the distance to measure the distance
two points with their own latitude and longitude in range of
[-90,90] and [-180,180], respectively.We apply the Haversine
distance to measure the distance between the predicted next
location and the real next location.

d(y, ŷ) = 2r arcsin((sin2(

∣∣ŷlat − ylat ∣∣
2

)

+ cos(ylat ) cos(ŷlat ) sin2(

∣∣ŷlon − ylon∣∣
2

))
1
2 ) (18)

where r is the radius of the earth, we set the value of r to
6371km due to the ellipsoidal shape of the earth. We choose
the mean Haversine localization error d between the real
next location and the predicted next location as the second
performance metrix.

C. PERFORMANCE COMPARISON
For each dataset, we randomly choose 70% to train the model
and use the left 30% of them to test the prediction. Besides,
we evaluate themodel by choosing different values of k (k=1,
5, 10, 15, 20).

We now compare our approach with NL, MF, HMM and
LSTM against the two metrics, i.e. hitting ratio (k) and

FIGURE 8. Comparison of hitting ratio with the GPS data in Beijing.

TABLE 1. Comparison of d (m).

Haversine distance with real next location. First, we tested the
impact of the k on the performance of the five approaches.
As described in Figure 7 and 8, the hitting ratio of the five
methods rise with k. From the result, it is indicated that when
k increases, the hitting ratio of our model rises faster than the
other models. And whatever the k is, our model outperforms
the other four methods.

Thenwe calculated themeanHaversine localization error d
between the real next location and the predicted next location
to evaluate our model.

As shown in the results, our model outperforms the other
models significantly based on data from different sources.
The comparisons are discussed in detail as follows:

(1) The NL model is an intuitive and simple but efficient
method in some cases. However, in most cases, pedes-
trian movements are much more complex and don’t
obey the nearest-first principle.

(2) The MF model performs not as well as expected. That
is because it fails to consider the sequence transition,
though it can extract the position people is interested in
successfully.

(3) The HMM performs better due to taking the transition
probability into consideration. However, it can only
construct the first-order Markov process.

(4) The LSTM network turns out to be the strongest model,
but it is still inferior to SEABIG model. Although
it can handle the problem of long-term dependency,
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it cannot preserve the useful latent features contained
in the future context.

VI. CONCLUSION
We have proposed a semantics-enriched attentional BiGRU
network to predict pedestrian trajectory with taking users’
semantic information and useful latent features contained
in the future context into consideration. The design of the
semantic enrichment part and the next location prediction
part are illustrated. Our experiments show that this model
can preserve the latent information in both preceding
and following locations in a trajectory and obtain rela-
tive high prediction accuracy with comparison to other
methods.
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