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ABSTRACT This paper focuses on the force ripple estimation and compensation with the Kalman
filter for the permanent magnet linear synchronous machine (PMLSM). The force ripple dynamics is
firstly modeled as a higher-order integrator subsystem with fully considering its inherent nonlinear and
time-varying characteristic. The motion system dynamics is then extended with modeling the force ripple
as an extra state. The main idea for the accurate force ripple estimation is to construct an incremental
extended state modeling-based Kalman filter (IESM-KF) for reducing the calculation cost as the higher-
order dynamics of the force ripple is considered. And also, a simple and practical parameter tuning method
for the IESM-KF is proposed with injecting a square-wave current disturbance to the position controller’s
output under the cascade position-current closed loop. The inevitable time delay of the mechanical system is
estimated with the sine-sweep-based model identification and is further considered in the IESM-KF design.
Detailed experimental results are given to validate the effectiveness of the force ripple compensation with
the IESM-KF and the corresponding parameter tuning method.

INDEX TERMS Extended state, force ripple, Kalman filter, linear motor, model identification, parameter
tuning.

I. INTRODUCTION
Contributed to its prominent direct-drive advantage, the per-
manent magnet linear synchronous machine (PMLSM) has
been devoted to more and more attention especially in the
positioning system with requirements of high-speed and
high-accuracy [1], [2]. However, compared to its rotary coun-
terpart plus lead screw, the force disturbance including the
inherent detent force of the iron-core PMLSM and the exter-
nal force such as the cable force will be directly exerted
on the platform without any buffer [3]. Then the position
tracking accuracy will be largely reduced and even vibration
and noises can be aroused [1]–[3]. Therefore, significant
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research efforts have been focused on the analysis, modeling,
identification, estimation and compensation of the force rip-
ple [1]–[22], [28], [30], [33]–[35]. The analysis and design
method for reducing the detent force of the PMLSM are
given from the perspective of optimizing the motor struc-
ture, such as in [3]–[7]. With the above methods, the detent
force can only be reduced to some extent and it is still
large enough for realizing high-accuracy position tracking.
Moreover, the complicated motor structure limits its practical
application and increases its manufacturing cost. Thus, more
and more research efforts have also been devoted to the
controller improvement in the control community [1]–[4],
[8]–[22], [28], [30], [33]–[35].

As the periodical and repetitive motion characteristic of
the linear motion system are fully considered, the iterative
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learning control [1], [13], [14], the repetitive control [15] and
the periodic adaptive learning control [2], [16], [17] are added
to the basic feedback control system. The position tracking
error has been largely reduced with the growing of itera-
tions. However, the basics of the above learning feedforward
control are that the position trajectory and the system states
should all be repetitive among each iteration period [1], [2],
[13]–[17]. This has limited its general applications especially
for the requirements of varying-trajectory [14]. Therefore,
there has been large works focusing on the two-degrees-
of-freedom (2DOF) control system design with improved
feedback and feedforward controller design [18]. An adaptive
force ripple compensation method based on the friction and
detent force model was proposed in [19], largely-reduced
position tracking error has been obtained. However, only the
main component of the force ripple was considered in the
adaptive control term. In [20] and [21], the adaptive robust
control with an adaptive feedforward control for reducing
the effect of the main components of the cogging force and
a robust term for considering the uncertainty was proposed
to improve the force ripple compensation. The same idea
has been utilized in [22] where the robust term has been
replaced with a sliding mode control. Compared with [19],
the methods in [20]–[22] have given more considerations on
the higher-order harmonics of the position-dependent cog-
ging force, and thus higher-accuracy position tracking can
be expected. The above methods are more or less model-
dependent, i.e., the friction and the detent force model are
required and then the corresponding model parameters are
adapted online. However, explicit representations of the force
disturbance are not easy especially as the mechanical instal-
lation accuracy and the nominal operation conditions cannot
be guaranteed. Therefore, the observer-based 2DOF control
has aroused large attention as reviewed in [23]–[25]. Due to
its simple-structure and implementation simplicity, the dis-
turbance observer (DOB)-based robust control has been
largely utilized in the motion control system design, such as
in [26]–[28]. However, its stability and robustness are
affected with the parameter variation as analyzed in [29]. And
also, some general observer theories have been given consid-
erations for the force ripple compensation as in [3] and [30]
where the force ripple was observed from the current input of
the motor driver and the position measurement.

Thanks to its optimal estimation characteristic for the lin-
ear system [31], [38], the Kalman filter (KF)-based state
observer has been expanded for the force ripple estimation
as in [32] and [33] where the force ripple was considered
as an extra system state. With further considering that the
force ripple is position-dependent and can be decomposed
up to finite order harmonics, a higher-order system model
was constructed with considering the amplitudes of the main
harmonics as extended states and then the KF is utilized
in [34] to get the optimal estimates. However, the compu-
tation burden and the difficulty of parameter tuning increase
largely as the order grows. That is to say, the force ripple esti-
mation accuracy and the parameter tuning complexity should

be balanced. In [35], the permanent magnet flux linkage was
estimated online with the extended Kalman filter (EKF) and
then the sampled q-axis current was corrected for reducing
the torque ripple. However, the basic assumption is that the
permanent magnet flux linkage was slowly-varying, and this
has limited its applications due to that the flux is more or less
position dependent and time-varying. The detailed parameter
tuning procedure was also not given in [32]–[35]. Motivated
by the method in [32] and [33] and for further considering
the calculation cost reduction, an incremental extended state
modeling (IESM) method is proposed in this paper, where
the following IESM-KF design for the force ripple estimation
and compensation with reduced order can be obtained and
then the computation burden can be expected to be largely
reduced. Based on the KF parameter tuning method proposed
in [36], a simple and practical parameter tuning scheme is
also given in detail for the first time with the knowledge of
the authors especially for the force ripple estimation. Thus,
the blind trial-and-error parameter tuning process can be
largely released with our proposed scheme.

The remaining parts of this paper are organized as fol-
lows. The plant dynamics with considering the time delay
of the mechanical system and the problem statement are
given in Section II. The IESM-KF design and the correspond-
ing parameter tuning procedure is analyzed in Section III.
Experimental setup and results are given in Section IV. And
conclusions are listed in Section V.

II. PLANT DYNAMICS AND PROBLEM STATEMENT
A. PLANT DYNAMICS
As neglecting the rapid electrical dynamics and the high-
frequency flexible vibrationmodes [20], [21], the continuous-
time mechanical dynamics of the PMLSM motion system in
terms of nominal parameters can be represented as [2]

Mo
d2x (t)
dt2

= −Bo
dx (t)
dt
+ Fe (t)− Fd (x, ẋ, t) ,

Fe (t) = Kfoiq (t) , (1)

where x (t) is the mover position, M is the total mass of the
moving part,B is the viscous friction coefficient, the subscript
‘‘o’’ denotes the nominal value. Fe (t) is the electromagnetic
force as the vector control with i∗d = 0 is utilized and Kfo =
(3π/2τ) ψfo is the thrust coefficient in which τ is the pole-
pitch, ψf is the permanent magnet flux linkage. Fd (x, ẋ, t) is
the lumped force disturbance which can be described as

Fd (x, ẋ, t) = −1Kf iq (t)+1M
d2x(t)
dt2
−1B dxdt

+Ffric (x, ẋ)+ Fr (x)

+Fext (x, ẋ, t)+ εF , (2)

where Ffric (x, ẋ) is the Coulomb friction force, Fr (x) is
the inherent force ripple of the iron-core PMLSM, which
is mainly comprised of the detent force, the effect of the
current/flux distortions and the current offsets;−1Kf iq (t)+
1M d2x(t)

dt2
− 1B dxdt denotes the coupling effect of the

parameter variation with the system states, in which
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1Kf = Kf − Kfo,1M = M − Mo,1B = B − Bo are the
parameter mismatch against the nominal value; Fext (x, ẋ, t)
is the external force disturbance such as the cable force [1]
and the equivalent load force (which can be caused by the
inclination of the base frame) and εF is the un-modeled
force. For simplicity, the suffix is omitted hereafter and (1)
is rearranged as

Moẍ = −Boẋ + Kfo (u+ ud ) , (3)

where u = iq is the actual q-axis current and ud = −Fd/Kfo
is the equivalent q-axis current disturbance due to the lumped
force Fd . Due to the existence of the calculation delay of the
control algorithm, the driver/actuator system dynamics and
the position measurement delay, the mechanical system delay
is inevitable [1]. As the time delay is considered, the transfer
function of the PMLSM motion system with model (3) can
be represented again in the Laplace domain as

P (s) =
Y (s)
U (s)

=
Kfo

Mos2 + Bos
e−td s, (4)

where s denotes the Laplace operator, y is themeasured output
of the position x, and td is the aforementioned time delay. The
simplified diagram is shown in Fig. 1.

FIGURE 1. Simplified block diagram of the PMLSM motion system.

FIGURE 2. General block diagram of the PMLSM motion control system
with feedback control based on the position tracking error and
feedforward control based on the reference trajectory.

B. PROBLEM STATEMENT
As shown in (1) or (2), if the parametersMo,Bo,Kfo are given,
the motion control system with the general feedback and
feedforward control terms i.e., Cfb (s) and Cff (s) as depicted
in Fig. 2 can be designed with the given performance require-
ments. Also, if the accurate expression of the disturbance
ud is known, an explicit feedforward can be made and the
trajectory tracking accuracy can be improved further. It can
be noted from (2) that the force disturbance Fd (x, ẋ, t) is
nonlinear and time-varying, i.e., Ḟd (x, ẋ, t) 6= 0; this is
also one of the starting points of this paper. Thus, the main
problems for the linear motion system design lie on the accu-
rate model parameter identification and the real-time/high-
accuracy compensation of the time-varying force disturbance.

Motivated by the Kalman filter-based state observer
proposed in [32] and [33], an incremental extended-state
modeling-based KF is proposed and a simple but practical

parameter tuning method is also given in detail in the first
time to the knowledge of the authors. The main focuses of
this paper are: (1) how to reduce the order and then the
computation cost of the Kalman filter as the higher-order
dynamics of the force ripple is considered for the following
accurate estimation and compensation, (2) and how to tune
the KF parameters easily just like the general regulation of
the PI-based controller.

III. IESM-KF DESIGN AND PARAMETER TUNING
FOR THE FORCE RIPPLE COMPENSATION
A. EXTENDED STATE MODELLING
According to (2), with neglecting the Coulomb friction force
Ffric (x, ẋ) and the un-modeled force εF of the air-bearing
PMLSM, the lumped force disturbance can be expanded
locally with the Taylor polynomial with respect to time as
following [39]:

Fd = Kfo

n−1∑
j=0

ajt j + η (t)

 , (5)

where n is the order, aj (j = 0,1,. . . , n− 1) are the polyno-
mial coefficients, η (t) represents the residual high-frequency
parts with smaller and bounded consecutive-time-derivatives,
such as the smaller neglected friction force on speed rever-
sal motion and the high-frequency components of the force
ripple, i.e., |η(k) (t) | ≈ 0,k = 0,. . . , n − 1 and |f (k)dq (t) | =
|η(k) (t) | ≈ 0 as k ≥ n [39]. This means that the low-
frequency parts of the nonlinear disturbance are simply mod-
eled as a polynomial with finite order and the high-frequency
components are neglected. Thus, the disturbance dynam-
ics is approximated as the following nth-order integrator
subsystems:

u(1)d =
n−1∑
j=1

jajt j−1︸ ︷︷ ︸
=h1d

u(2)d =
n−1∑
j=2

j (j− 1) ajt j−2︸ ︷︷ ︸
=h2d

...

u(n)d = 0︸︷︷︸
=hnd



, (6)

then (3) and (6) can be rearranged as the following
(n+ 2)th-order extended state model:

ẋ = v

v̇ = −Bo/Mov+ Kfo/Mo (u+ ud )

u(1)d = h1d
...

u(n)d = hnd


, (7)
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where h(j)d , j = 1,. . . , n denote the j-th time-derivatives of ud .
With the state-space representation, (7) can be simplified to
the following form:

ẋ = Ax+ Bu+ w

y = Cx+ ζ

}
, (8)

where x =
[
x v ud . . . u

(n−1)
d

]T
1×(n+2)

is the state vector,

w = [w1 w2 . . .wn+2]T1×(n+2) is a random process noise
vector with the variance σ 2

1 , . . . , σ
2
n+2, ζ is the measurement

noise which is generally white-Gaussian distributed with the
variance σ 2

R , y is the position measurement output, and the
system matrices are

A=



0 1 0 0 · · · 0 0
0 − Bo/Mo Kfo/Mo 0 · · · 0 0
0 0 0 1 · · · 0 0
...

...
...

...
. . . 0 0

0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0


(n+ 2)
× (n+ 2)

,

B =
[
0 Kfo/Mo 0 . . . 0

]T
(n+2)×1 ,

C = [1 0 . . . 0]1×(n+2) .

As the zero-order-hold (ZOH) method is used, (8) can be
discretized as

x (k + 1) = Adx (k)+ Bdu (k)+ Gdω (k)

y (k) = Cdx (k)+ ζ (k)

}
, (9)

where the matrices are [38]

Ad = eATs =
n∑
i=0

1
i!
(ATs)i,

Bd =
∫ Ts

0
eAτBdτ,

Gd =
∫ Ts

0
eAτdτ,

Cd = C, (10)

and the process covariance matrix is [38]

Q =
∫ Ts

0
eAτE

[
wwT

]
eA

T τdτ

=

∫ Ts

0
eAτdiag

(
σ 2
1 , . . . , σ

2
n+2

)
eA

T τdτ, (11)

It can be noted that (9) is a linear uncertain dynamic system
with constant matrices Ad ,Bd ,Gd and Cd . Thus, the optimal
state estimation of xe can be realized here with the classical
KF [37]. However, as the order of the disturbance dynamics
model (5) increases, the calculation burden of the KF also
grows largely. Therefore, there exists a balance between the
accuracy of the disturbance modeling and the computation
cost. To release this balance, an incremental extended state
modeling method is proposed in the following.

B. IESM-KF DESIGN
According to (9), the system model in the (k − 1)th instant is

x (k) = Adx (k − 1)+ Bdu (k − 1)+ Gdω (k − 1)
y (k − 1) = Cdx (k − 1)+ ζ (k − 1)

}
, (12)

and then subtracting (9) from (12), the discrete IESM can be
obtained as

1x (k + 1) = Ad1x (k)+ Bd1u (k)+ Gd1ω (k)
1y (k) = Cd1x (k)+1ζ (k)

}
, (13)

where 1vec (k) = vec (k) − vec (k − 1) denotes the incre-
ment of the vector vec. Considering the disturbance dynamics
(6) again, it can be found that the n-th order dynamics of
u(n)d = 0 is equivalent to u(n−1)d (k) − u(n−1)d (k − 1) = 0,
i.e., 1u(n−1)d (k) = 0. Thus, the IESM can be reduced to the
following (n+ 1)-order one as:

1x′ (k + 1) = A′d1x
′ (k)+ B′d1u (k)

+ G′d1ω′ (k)

1y (k) = C ′d1x
′ (k)+1ζ (k)

 , (14)

where 1x′ =
[
1x 1v 1ud . . . 1u

(n−2)
d

]T
1×(n+1)

, 1w′ =

[1w1 1w2 . . . 1wn+1]T1×(n+1), the matrices A′d ,B
′
d ,G

′
d are

the submatrices of Ad ,Bd ,Gd with eliminating its final row
and final column, and C ′d is the submatrix of Cd with elim-
inating its final column. That is to say, the IESM (which is
(n+ 1)-order) is the exact reduced-order version of the ESM
(which is (n+ 2)-order).
As w,ζ are random processes, the deviation1w,1w′,1ζ

are also random processes [37]. The covariance matrices of
1w′,1ζ are [38]

Q′ =
∫ Ts

0
eA
′τE

[
wwT

]
eA
′T τdτ

=

∫ Ts

0
eA
′τdiag

(
σ 2
1 , . . . , σ

2
n+1

)
eA
′T τdτ ≥ 0,

R′ = E
(
(1ζ )2

)
> 0, (15)

Therefore, the basic KF theory can also be utilized here
to estimate the incremental states optimally. The recursive
implementation procedure of the IESM-KF algorithm is
given as follows [31], [37].
The time update step: a priori prediction
(1) State prediction

1x′p (k + 1) = A′d1x
′
e (k)+ B

′
d1u (k) , (16)

where 1x′p (k + 1) is the state prediction at time k + 1 and
1x′e (k) is the previously deduced state estimation at time k .

(2) Prediction error covariance matrix calculation

Pp (k) = A′dPe (k − 1)A
′T
d + Q

′, (17)

where Pp (k) is the prediction error covariance matrix at time
k and Pe (k − 1) is the estimation error covariance matrix at
time k − 1, Q′ is the covariance matrix of the process noise.
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(3) Kalman gain calculation

K (k) = Pp (k)C
′T
d

(
C
′T
d Pp (k)C

′T
d + R

′

)−1
, (18)

where R′ is the covariance matrix of the measurement noise.
The measurement update step: a posteriori correction
(4) Estimation update with measurement

1x′e (k + 1) = 1x′p (k + 1)

+K (k)
(
1y (k)− C ′d1x

′
p (k)

)
, (19)

(5) Estimation error covariance matrix update

Pe (k) =
(
I − K (k)C ′d

)
Pp (k) , (20)

(6) Return to (1).
As the comparison analysis of calculation complexity for

the variants of the EKF in [40] (Table I in [40]), the calcula-
tion burden is approximately proportional to the cube of the
state dimensionality and so it will be largely reduced with the
above proposed IESM method especially under higher-order
disturbance modeling.

For the following parameter tuning, the observability of the
extended PMLSMmotion system

{
A′d ,C

′
d

}
is verified firstly

through checking the rank of the following observability
matrix:

O =


C ′d
C ′dA

′
d

...

C ′d
[
A′d
]n
 . (21)

The model
{
A′d ,C

′
d

}
is observable if and only if the observ-

ability matrix O is full-rank, i.e., rank (O) = n + 1 [37].
The above observability condition can be verified offline
due to that the matrices A′d and C ′d are constant as n is
selected. The convergence and stability of the IESM-KF can
be eaisly verifiedwith themethod in [42] as the time-invariant
parameter matrices and linear system are considered.

According to the definition of the incremental states,
as they are estimated with the above IESM-KF algorithm,
the actual state estimations of (14) can be calculated with

x′e (k) = x′e (0)+
k∑
i=1

1x′e (i), (22)

where x′e =
[
x v ud . . . u

(n−1)
d

]T
1×(n+1)

is the actual state

estimations, and x′e (0) is the initial state estimations of which
the selection will be discussed in the following parameter
tuning procedure. Considering the time delay effect of the
mechanical system (4), the force ripple compensation based
on (16)-(20), (22)-(23) is shown in Fig. 3, where m denotes
the time delay in terms of the number of the sampling period
Ts, it’s defined in this paper as

m = floor (td/Ts) , (23)

where the function floor (x) gives the greatest integer less
than or equal to x.

FIGURE 3. Block diagram for the force ripple compensation based on the
IESM-KF.

C. IESM-KF PARAMETER TUNING
The main parameters of the IESM-KF to be tuned are
1x′e (0) ,Pe (0) ,Q

′,R′ and x′e (0). Due to that the position
sampling and control period is little enough, i.e., Ts = 200µs
as will be designed in this paper, so that 1x′e (0) = 01×(n+1)
can be selected. Considering that the initial estimation error
covariance will just affect the transient response of the state
estimation, Pe (0) = 0(n+1)×(n+1) can be simply designed
without deteriorating the steady-state performance [36].

At the standstill, x (0) can be initialized with the mea-
sured position directly as the position encoder’s resolu-
tion/accuracy is high or assigned with the filtered position
with a LPF as a low-resolution position sensor is config-
ured; the velocity, the disturbance and its consecutive time-
derivatives can be simply initialized as zeros, i.e., x′e (0) =
[x (0) 0 . . . 0]T1×(n+1). Most importantly, the performance of
the KF is mainly determined by the parametersQ′ andR′ [36],
of which the tuning is one of the main focuses of this paper.

FIGURE 4. Block diagram for the IESM-KF parameter tuning.

Due to that the actual force ripple is not known, there exists
no reference for evaluating the effectiveness of the tuned KF
parameters. As is shown in Fig. 4, the block diagram for
tuning the IESM-KF parameters is proposed in this paper. The
position command is set as a constant value, for example the
standstill position x (0). The square-wave current command
uc is injected as the input disturbance behind the position
feedback controller’s output ufb. The inputs of the IESM-
KF are selected as ufb and the measured position y. Thus,
as robust and high-bandwidth current loop is guaranteed,
the electrical dynamics can be neglected, i.e., i∗q = iq can
be assumed among the position control period where i∗q is
the q-axis current command, the estimated disturbance F̂d is
expected to be

F̂d = Kfo (uc + ud )

= Kfouc + Fd (x (0)) , (24)

Furtherly, considering that there exists no exerted electromag-
netic thrust force for maintaining the mover at the standstill
position, so Fd (x (0)) approaches to zero. Then, as the posi-
tion deviation from the standstill is little enough, (24) can be
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represented as

F̂d ≈ Kfouc. (25)

That is to say, if the position command is set as the standstill
position, the estimated force disturbance from Fig. 4 is an
amplification of the injected current disturbance uc with a
ratio of Kfo. Therefore, the waveform of Kfouc can be seen
as a reference for the parameter tuning of the IESM-KF
just like the parameter tuning procedure of the traditional
PI-based controller. Under this scheme, the blind trail-and-
error process for the tuning of the main parameters of Q′

and R′ can be avoided. The detailed tuning results are given
in Section IV.

IV. EXPERIMENTAL EVALUATION
In this section, the basic experimental setup, the plant model
identification, the force ripple estimation with the position
controller’s output, the force ripple compensation with the
proposed IESM-KF and the corresponding parameter tuning
method are discussed.

A. EXPERIMENTAL SETUP
To verify the effectiveness of the proposed method,
as depicted in Fig. 5, an air-bearing test platform for the
semiconductor equipment with a surface-mounted iron-core
PMLSM was built.

FIGURE 5. The air-bearing PMLSM test platform.

The motor was driven with a full digital power amplifier
based on the 32-bit floating-point TI microcontroller (MCU)
TMS320F28377D with double cores. The simplified block
diagram of the overall system is shown in Fig. 6 and the
detailed hardware and software designs are listed below.

1) HARDWARE DESIGN
The amplifier utilizes a three-phase voltage-source-inverter
(VSI) with three sets of insulated-gate-bipolar-transistors
(IGBTs) under the bus voltage of 310[V], which is rectified
from a single-phase AC power supply (220V /50Hz). The
switching frequency is selected as 10kHz. The sampling
and update frequency of the position and the current loop
are 5kHz and 20kHz (in which the double-sampling-double-
update scheme for the current loop is utilized), respectively.
Two-phase motor currents are measured through two LEM

FIGURE 6. Simplified block diagram of the overall control system.

current sensors with the accuracy of±0.2%. The mover posi-
tion is measured through a high-resolution (0.1µm) optical
linear encoder from Renishaw. Tested results are recorded
through the LabVIEW monitor with the CAN2.0 protocol,
and then postprocessed using the MATLAB.

2) SOFTWARE DESIGN
The CPU1 of the MCU is configured for the outer position
closed loop including the trajectory planning, the position
controller implementation, the IESM-KF algorithm and the
CAN2.0 protocol. The CPU2 is allocated for the vector con-
trol including the current sampling and its postprocessing,
the coordinate transformations, the SVPWM, and the PI
current controllers, etc. The information request and share
between the two CPUs is allowed through the build-in Inter-
Processor Communication (IPC) module.

FIGURE 7. Block diagram for the PMLSM model identification.

B. EXPERIMENTAL RESULTS
1) MODEL PARAMETER IDENTIFICATION
As generally used in the control engineering practice,
the chirp signal is selected in this paper as the external
excitation source for the PMLSMmodel parameter identifica-
tion, where the amplitude (5[A]) is maintained constant and
the frequency varies exponentially with time from 0.1Hz to
500Hz. The block diagram as shown in Fig. 7 is designed here
where the chirp signal is added to the position controller’s
output and the position reference is set as a fixed position. The
actual input of the plant, i.e., u = ufb + uc, and the measured
position are recorded for the following estimation of the plant
transfer function.

Due to that the position reference is fixed, the feedforward
control Cff (s) is of no effect and so it is omitted here. The
feedback control Cfb (s) is preliminarily designed with a low
bandwidth using the nominal model parameters as listed
in Table. 1, so as to amplify the effect of the equivalent input
disturbance uc on the position deviation from the setpoint,
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TABLE 1. Nominal and identified parameters of the tested PMLSM.

i.e., increase the SNR (Signal to Noise Ratio). The rule of
thumb for the position controller design with a PI controller
plus a lead compensator and a second-order LPF as expressed
in [41] is used here as:

Cfb (s) = Kp
(
1+

ωi

s

)(αs+ ωc
s+ αωc

)(
ω2
l

s2 + 2ζωls+ ω2
l

)
,

(26)

whereωc is the 0-dB cutoff frequency of the loop gain L (s) =
C (s)P (s) (which is generally defined as the controller band-
width in motion control system [41]),ωi andωl are the corner
frequency of the PI controller and the LPF, respectively;
α determines the effective frequency range of the lead com-
pensator and then the phase margin; ζ is the damping ratio of
the second-order LPF and Kp =

(
Moω

2
c + Boωc

)
/Kfo is the

gain for maintaining the cutoff frequency atωc. For the model
identification, the above parameters are designed as ωc =
2π fc, fc = 30Hz, ωi = 0.1ωc, ωl = 10ωc, α = 9, ζ = 0.7.
Then the Tustin method is used to discretize the controller
(26) with the sampling period Ts = 200µs.
The frequency response of the measured input-output data

and the identified results are shown in Fig. 8. Considering that
the friction force of the tested air-bearing platform is little
enough to be neglected, which has also been verified with
the identified results, a simplified model with a pure second-
order integrator plus a time delay as utilized in [1] is also used
here. As shown in the middle subplot of Fig. 8, the time delay
contributes to the increased phase delay as the frequency
increases and it is estimated with the least square (LS)method
using the frequency and phase data below the −180 deg
phase line as shown in the bottom subplot of Fig. 8 [1]. The
identified value of M/Kf and td along with the main motor
parameters are listed in Table. 1. The identified M/Kf is
larger than the nominal value, i.e.,Mo/Kfo = 0.478kg/(N/A),
which can be caused by the increased mover mass due to
the added auxiliary mechanical structure. With the identified
value, the model-based acceleration feedforward control is
simply designed here as

Cff (s) = M/Kf s2. (27)

And as the acceleration a is planned, the feedforward control
term is simply given as uff = M/Kf a.

FIGURE 8. Measured and identified frequency response. The time delay is
estimated with the phase response under the -180ř line using the least
square (LS) method.

FIGURE 9. Block diagram for the force ripple estimation of the PMLSM.

2) FORCE RIPPLE ESTIMATION
The force ripple of the PMLSM is generally position-
dependent and its frequency in the time-domain is propor-
tional to the mover velocity [1]–[7]. With a higher-bandwidth
position controller, the force ripple can be rejected to a large
extent especially at low velocity. Thus, the characteristic of
the force ripple can be represented with the position con-
troller’s output indirectly [1], which is depicted in Fig. 9,
where the force ripple is estimated as

F̂d = −
(
ufb + uff

)
Kfo. (28)

The reference trajectory is designed as a second-order
S-curve with the range of 240mm (= 20τ), constant velocity
of 20mm/s and limited acceleration of 200mm/s2. An exam-
ple of the position trajectory is shown in Fig. 10, where the
position, velocity and acceleration are normalized against
their corresponding maximum values. The position con-
troller’s bandwidth of (26) is increased to 60Hz and the other
parameters are the same with the one for the above model
identification.

The force ripple estimation results are shown in Fig. 11.
It can be noted from Fig. 11 (a) that the maximum position
tracking error is ±3µm (about 0.025% of the pole-pitch),
so the force ripple can be estimated with the position con-
troller’s output to some extent. For reducing the noise effect,
the estimated force is filtered with a sixth-order zero phase
LPF (ZPLPF) as shown in the bottom subplot of Fig. 11 (a)
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FIGURE 10. An example of the second-order position trajectory.

FIGURE 11. Force ripple estimation results. (a) The position tracking error
and the estimated force ripple before and after postprocessing with a
sixth-order ZPLPF (the cutoff frequency is 50Hz), (b) the FFT results of the
position error and the force ripple.

TABLE 2. Main harmonics of the force ripple estimation FFT results.

and the FFT results of the filtered force is shown in the bottom
subplot of Fig. 11 (b) (where the data between the position
range of [80, 200]mm is analyzed and it’s also conducted
in the following analysis). The main frequency components
of the force ripple are listed in Table. 2, in which the DC
offset, the fundamental frequency of 0.833Hz(= 20/(2τ ))
and its second-order harmonics are dominant. It can be seen
in the bottom subplot of Fig. 11 (a) that the force offest

FIGURE 12. The response performance of estimated F̂d with respect to
the injected square-wave disturbance Kfouc with Q11 = 0.01, Q22 = 100,
R′ = 1e−6 and Q33 varying within [1e6, 1e8].

increases with the position which can be caused by the gravity
component due to the inclination of the marble base. Then
the offset current is required to overcome this equivalent load
force. Thus, the estimated force disturbancewill be composed
of the detent froce (of which the theoretical position period
is just τ [1], [3], [5], [6]) and the extra force ripple caused
by the offset current. Therefore, the estimated results can
be expected to be not consistent with our previous publica-
tion [3]. The main frequency components of the FFT results
for the position tracking error are the same as the force ripple,
which has reflected the limitations of the feedback control
due to that the control effort can just be active after the
error occurs and this contributes to the phase delay of the
control effect. With our proposed IESM-KF-based force rip-
ple estimation/compensation method, the periodical position
errors can be largely reduced as will be given in the following
tests.

3) IESM-KF PARAMETER TUNING
As analyzed in Section III. C, 1x′e (0) = 01×(n+1),
Pe (0) = 0(n+1)×(n+1) and x′e (0) = [x (0) 0 . . . 0]T1×(n+1) are
designed. Thus, the remaining work is focused on the tuning
of Q′ and R′. The amplitude and frequency of the square-
wave current uc in Fig. 4 are 0.5[A] and 5[Hz], respectively.
As n = 2 is selected, i.e., u(2)d = 0 is assumed, the matrix
Q′ = diag (Q11,Q22,Q33) and the variance R′ are to be
tuned. The observability of

{
A′d ,C

′
d

}
is verified with sub-

stituting the identified parameters in MATLAB code. Then,
the single-variable-method is utilized here and the variables
Kfouc and F̂d are recorded and analyzed for optimizing the
KF parameters.

Fig. 12 shows the response performance of the estimated
F̂d with respect to the injected square-wave disturbanceKfouc
with maintaining Q11 = 0.01,Q22 = 100,R′ = 1e−6

unchanged and Q33 varying within
[
1e6, 1e8

]
. It can be seen

that as Q33 increases, the convergence of F̂d also acceler-
ates; while the overshoot and oscillation also aggravates as
depicted in the magnified subplot of Fig. 12. Figs.13 and 14
show the response performance of the estimated F̂d with Q22
and Q11 varying, respectively. As can be seen, the conver-
gence of F̂d accelerates with the decrease of Q11 or Q22,
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FIGURE 13. The response performance of estimated F̂d with respect to
the injected square-wave disturbance Kfouc with Q11 = 0.01, Q33 = 5e6,
R′ = 1e−6 and Q22 varying within [10, 500].

FIGURE 14. The response performance of estimated F̂d with respect to
the injected square-wave disturbance Kfouc with Q22 = 100, Q33 = 5e6,
R′ = 1e−6 and Q11 varying within [0.001, 0.1].

which is opposite with the effect of Q33. The reason is that
Q11,Q22 represent the process uncertainty of the previous
two equations of (7), i.e., the kinematic equations, so the
uncertainty should be low. Thus, increasing the value of
Q11,Q22 will lower the convergence speed of the estima-
tion of states x, v and then deteriorate the response of F̂d .
Fig. 15 shows the response performance of the estimated
F̂d , xe and the position estimation error x − xe with just
changing the parameter R′. It can be clearly indicated that as
R′ decreases largely, the convergence of F̂d , xe, x − xe also
accelerates largely and it can be expected that the response
speed will be limited as R′ reduces further (for example as
it’s smaller than 1e−6). The utilization of high-resolution
(0.1µm) encoder contributes to the little value of R′. The cal-
culation method as shown in [38], i.e., R′ = q2/12 is selected
where q is the encoder quantization error, can also be directly
used here. The calculated result is much below the test range
[1e−6, 10], which also validates the effectiveness of the above
tuning procedure. Finally, Q′ = diag

(
0.01, 100, 5e6

)
and

R′ = 1e−6 are selected for balancing the speed and overshoot
of the state estimation.
Remark 1: The position deviation from the standstill is

no more than ±30µm as depicted in the middle subplot of
Fig. 15, so the approximation of (25) is valid. This is also
the prerequisite of the proposed tuning method, which can be
easily satisfied as the position controller’s bandwidth and the
magnitude/frequency of the injected square-wave current are
both properly selected.

FIGURE 15. The response performance of estimated F̂d , xe and the
position estimation error x − xe with respect to the injected square-wave
disturbance Kfouc with Q11 = 0.01, Q22 = 100, Q33 = 5e6 and R′ varying
within [1e−6, 10].

Remark 2: With the above proposed single-variable-
method based on the injected square-wave input disturbance,
the blind trial-and-error tuning procedure for the KF param-
eters has been largely released. However, some optimization
methods based on explicit performance indices can also be
utilized here for more efficient parameter tuning.
Remark 3: The effect of the injected square-wave is equiv-

alent to a sudden load variation as annalyzed in (25). Thus,
the effectiveness of the IESM-KF against the load variation
can also be verified indirectly with the above tuing results.

4) FORCE RIPPLE COMPENSATION WITH THE IESM-KF
The force ripple compensation results with the proposed
IESM-KF are depicted in Fig. 16. It can be seen that, com-
pared with the results in Fig. 11, the maximum tracking
error has been largely reduced to about ±0.3µm (i.e., about
90% reduction) and the magnitudes of the FFT results for
the tracking error have been largely deteriorated in the con-
sidered frequency range. The detailed comparisons of the
estimated force ripple and the tracking error spectrum are
listed in Tables. 2 and 3. The force ripple estimation based on
the IESM-KF is well consistent with the one estimated from
the position controller’s output in frequency, but is a little
bit different in magnitude as listed in Table. 2. The results
with IESM-KF is more accurate due to the further reduction
of the position tracking error. The inherent limitations of the
feedback control has been released with the IESM-KF-based
observer judging from the largely-reduced tracking error.

The variation of the Kalman gains with time is shown
in Fig. 17. The convergence time and steady-state value are
listed in Table. 4. The gain K1 converges in one sampling
period, which is contributed by the smaller value of R′ in (18).
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FIGURE 16. Force ripple compensation with IESM-KF. (a) The position
tracking error and the estimated force ripple, (b) FFT results of the
position error and the estimated force ripple.

FIGURE 17. The Kalman gain variation of the IESM-KF under
Q′ = diag

(
0.01, 100, 5e6

)
, R′ = 1e−6.

TABLE 3. Comparison of the FFT results for the tracking error with and
without the IESM-KF.

TABLE 4. Convergence time and steady-state value of the Kalman-Gains.

The high-precision position measurement makes the value
of K1 approach to unity, which means that the measured
position is almost accurate. The convergence time of the gains

K2,K3 determines the bandwidth of the IESM-KF which
can be reduced with increasing the values of Q22,Q33 and
both balancing the noise effect. With the above tested results,
the effectiveness of our proposed IESM-KF-based force rip-
ple estimation/compensation method and the corresponding
parameter tuning method have all been verified.

V. CONCLUSION
In this paper, a new force ripple estimation and compensation
method has been proposed for the air-bearing PMLSM. The
main idea of our proposed method is to model the force ripple
as a high-order integrator subsystem when the Coulomb fric-
tion in the air-bearing stage is negligible. Based on the idea
of the extended state, the lumpded force ripple including the
force ripple and the effect of mechanical parameter variation
was further modeled as an extra state of the motion system.
Then a higher-order extended state model was deduced and
the classical Kalman filter theory was utilized to estimate the
system states. For further reducing the calculation cost of the
Kalman filter as higher-order dynamics of the disturbance
was considered, an incremental modeling method was pro-
posed and the computation burden was expected to be largely
reduced. Noticing that the parameter tuning of the Kalman
filter would be difficult especially as the order increases,
a simple and practical parameter tuning schemewas proposed
with injecting a square-wave current disturbance to the posi-
tion controller’s output. Moreover, a single-variable-method
was used to tune the main parameters with balancing the
convergence speed and overshoot of the state estimation and
so the blind trial-and-error procedure was avoided. Further-
more, the inevitable time delay of the mechanical system was
identified with the sine-sweep model identification method
and was furtherly considered in the IESM-KF design. From
the experimental results, the effectiveness of our proposed
IESM-KF design and the corresponding parameter tun-
ing method has been validated. The proposed incremental
extended state modeling method and the parameter tuning
scheme can also be expanded to the design and tuning of other
obsevers and (or) estimators.
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