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ABSTRACT Multi-label text classification (MLC) task, as one of the sub-tasks of natural language
processing, has broad application prospects. On the basis of studying the previous research work, this
research takes the relationship among text information, leading label information and predictive label
information as the frame and analyzes the information loss of original text and leading label, decoding error
accumulation. We propose an improved multi-step multi-classification model to mitigate the phenomenon of
error prediction, label repetition and error accumulation. The model uses multi-step and multi-classification
task to complete multi-label prediction. It uses the leading label and the original text as input, and the
next to-be-predicted label as output. The co-attention mechanism is operated between the original text and
the leading label. The attention of the original text to the leading label is helpful to filter out the error
accumulation problem caused by the error prediction. The features is combined in a manner of difference
and concatenation, which highlights the auxiliary effect of the model structure on feature extraction. In order
to avoid the influence of the feature dimension on the performance of long short-term memory (LSTM),
a multi-layer fully-connected classifier is used instead to predict the label. Through experimental validation,
the performance of our model on the multi-label text classification task shows the current optimal level,
which fully proves the superiority of our model.

INDEX TERMS Artificial neural network, attention mechanism, deep learning, multi-label classification.

I. INTRODUCTION

The multi-label text classification, as a sub-field of natural
language processing, has broad application prospects in
the fields of recommendation system [1], information
retrieval [2], text categorization [3], [4] and so on. Unlike
multiple instances sharing one label [5], multi-label learn-
ing allows one instance to correspond to multiple labels.
At present, the text classification method based on deep
neural network can show the best performance. Based on
the progress of the basic technology, the multi-label text
classification task can also be solved by deep artificial neural
network. In this stage of development, a wide variety of
multi-label text classification methods have emerged, which
can be attributed to the following two categories.

The first method is called transformation method,
including task transformation and label transformation. The
basic idea of the transformation method is to transform
the multi-label text classification task into a single-label
classification task. The representative method of the task
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transformation model is the multi-binary classification model
proposed by Matthew R. Boutell [6] et al. in 2014, which
constructs a binary classification model on each category of
labels. Then the multi-label classification task is transformed
into a multiple binary classification prediction task, which
is similar to the multi-task task. The basic structure of this
model is shown in Figs. 1-a. This kind of model sets up the
semantic association between the text and the label, but it
neglects the association between the labels and can not further
improve the performance. The idea of label transformation
method is to construct the label sequence as a new single
label, but this transformation method is not suitable for cases
of large number of label classes, because original labels have
exponential number of combinations.

The second method is called algorithm adaptation, includ-
ing the k nearest neighbor algorithm [7] and the sequence
generation model based on the sequence to sequence
(Seq2Seq) framework. The multi-label classification model
under the Seq2Seq framework realizes the multi-label pre-
diction by using the label sequence generation method,
and pays attention to the semantic association between
the labels [8]. The basic structure of this type of model
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FIGURE 1. Typical multi-label text classification models. Note that the newly added modules are colored.

is shown in Figs. 1-b.After that, many researchers began
a number of improvements based on this framework, and
Lin et al. improved the encoder structure of the Seq2Seq
framework [9], increasing the embedding effect of the
encoder on the phrases, and Yang et al. introduced the global
embedding unit in the decoder [10]. However, there is a
problem of gradient disappearance in the Seq2Seq model
with RNN [11], leading to information loss of original text
and leading label. Some research work draws on the atten-
tion mechanism [12]-[14] in machine translation to improve
the performance of the model, and obtains information sup-
plements from the original text [15]-[17]. To some extent,
the problem of the loss of original text information in encoder
and decoder is alleviated. The model is shown in Figs. 1-c.
Other studies introduced an out-memory-unit [18] in the
decoder based on the attention mechanism. These methods
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emphasize the already predicted label to the decoder [19], and
alleviate the problem of leading label information loss caused
by the disappearance of the gradient. The model with an out-
memory-unit is shown in Figs. 1-d.

Based on the above work, we propose an improved model
of multi-step multi-classification prediction. The main con-
tributions of this study can be summarized as follows:

o In this paper, we divide the label sequence into the
leading label and the next to-be-predicted label by pre-
processing the original data. It can meet the training
needs of multi-step prediction model. By introducing
the co-attention mechanism between the original text
and the leading label, the information filtering func-
tion of the leading label in the process of text coding
is realized, and the training process is optimized. The
attention effect of the original text content on the leading
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label further alleviates the error accumulation problem
caused by single error prediction.

o According to the characteristics of multi-label text clas-
sification task, our model adopts a manner of difference
and concatenation for feature vector. The method of dif-
ference highlights the original text information on which
the to-be-predicted label depends and optimizes the
supervision effect of the label information, and finally
realizes the modeling of the original text, the leading
label and to-be-predicted label.

This paper is organized as follows: In section II, we gen-
eralize the current researchers’ work, and further deduce the
theoretical direction of the performance improvement effect.
Then, our model structure based on this theory and method
are introduced. In section III, the experimental validation
and model performance evaluation are presented. Section IV
summarizes the research work and analyzes the remaining
problems in the present work. Finally, we look forward to
the future research direction and technology development
prospect in the field of multi-label text classification.

Il. RESEARCH ON MULTI-LABEL TEXT CLASSIFICATION
ALGORITHMS

There are many text classification algorithms, such as
multi-label decision tree (ML-DT) [20], Rank-SVM [21],
label powerset (LP), multi-label k nearest neighbor
(ML-KNN) [22], [23], classifier chains (CC) [24], improved
version based on CC [25], [26], and so on.

For the task of multi-label classification, which aims at
mining text information from many aspects and providing
multi-angle information service, there is a parallel association
between the labels in the label collection, which is different
from the branch-hierarchy relationship. It is also different
from the sequential relationship between words similar to
that in natural languages. Therefore, there is no serialization
structure between the labels of multi-label text classification
on semantic information. For example, the labels with “pol-
itics, economy, culture” and ‘“‘economy, politics, culture”
have the same text content as those defined by the ““economic,
political, cultural” labels.

However, after the label sequence in the original data is
processed by manual rules, the mapping relationship between
the text information and the labels to be predicted is not fun-
damentally different, so that the set of labels to be predicted is
transformed into a sequence of labels to be predicted. There-
fore, serialization processing can be applied to multi-label
text classification tasks. The original text is serialized data,
and labels become serialized data after processing. It is
helpful to use sequence generation to consider the seman-
tic association among labels. As discussed in the introduc-
tion, the performance of the sequence generation method
fully proves the feasibility of the serialization processing of
the labels. Therefore, it makes sense to use serialization to
preprocess label sequences [27].
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Based on this rationality, the current multi-label classifi-
cation model is generally encoder-decoder structure, using
Seq2Seq framework to implement label sequence generation
to be predicted. In this process, the serialization modeling
method with LSTM as the basic function unit is widely
used in this field. In part of the research work, the serializa-
tion modeling of encoder adopts convolution neural network
method to grasp more semantic unit information [28]-[31].
And the label generation process of decoder is usually based
on recurrent neural network. Under the assumption of ide-
alized model, the serialization of labels transforms complex
multi-label classification tasks into sequence generation tasks
and the feasibility of multi-label classification is greatly
simplified.

A. THEORETICAL FRAMEWORK OF MULTI-LABEL TEXT
CLASSIFICATION

The main elements of the multi-label text prediction are the
information of original text, the leading label and the label to
be predicted. Based on these three elements, the multi-label
text classification task can be decomposed into original text
information extraction, leading label information extraction
and the new label prediction three basic tasks.

Under the above theoretical framework, the three problems
of error prediction, repeated prediction and error accumula-
tion mentioned in this paper can be respectively attributed to
the loss of original text information, leading label information
loss and error accumulation. The information loss of the
original text and the leading label is directly caused by the
gradient disappearance problem of the RNN, and the error
accumulation is caused by the sequence decoding mode of
the RNN. Therefore, the key to improve the model effect
is to solve the above problems. In essence, the attention
mechanism of encoder-decoder improves the performance by
solving the problem of original text information loss, and
the method of out-memory-unit improves the performance by
solving the problem of leading label information loss. The
problem of error accumulation is the remaining problem of
current research work.

Based on the previous research work, we provide a
improved model to solve the problem of the error accumula-
tion of the leading label information, and introduce a training
method to adapt to the structure of the model. The nature
of the multi-label text classification problem is to predict
new label based on the information of the context text and
the leading label, therefore, the method is applicable to the
end-to-end model structure. At the same time, the prediction
of multiple labels can be realized by multiple feedforward
calculations and updating the leading labels.

B. THE THEORETICAL DERIVATION OF THE
FORMALIZATION

In this section, we conclude the mathematical model of pre-
vious research work through formula derivation. Combined
with the information loss of original text and the leading
label and the error accumulation, we discuss the progress
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and shortcomings of these work and propose improvement
strategies. Finally, based on solving the above three problems,
we proposes an improved formulation and introduces our
model.

The multi-label text classification task can be generalized
to the mapping of the text sequence to the label sequence, and
the probability learning model can be defined as:

P = P(S.|S7), (D

where St represents a text sequence{xp, x, ..., X} and Sg,
represents a label sequence{ly, », ..., [,;}. P is the probabil-
ity of S; under St.

The label transformation method attempts to implement
the probability formula directly. The various combinations in
the label set {Lg, L1, Lo, - - - , Ly} make up new labels. How-
ever, a large number of new labels will cause data sparsity
problems, thus reducing the applicability of the model.

The multi-binary classification model transformation strat-
egy transforms the problem into modeling P; = P(L; | St),
where P; represents the probability of the iy, label L; under
St. This strategy calculated the probability of each label, and
did not take into account the semantic correlation between the
labels, which limited the further improvement of the model
effect.

Different from the multi-binary classification model,
the sequential generation model takes into account the seman-
tic correlation between the labels. The model formula is as
follows:

P =P Y, S, 2)

where Pﬁ“ denotes the probability of label L; at time-step ¢ +
1, Y' is the leading label at time-step . This process involves
two operations: sequence encoding and sequence generation.
In the implementation of the Seq2Seq framework, the ide-
alized formula can be expressed as the following formula:

Pt = P(L; | D'(E(ST). Y")). 3)

where E(S7) represents the output of encoder in Seq2Seq
model which takes S as input. And D' denotes the output
of decoder which takes E(S7) and Y’ as input. The decoder
at time-step ¢ predicts the next label based on the original
text and the leading label. In this process, the original text
information will be lost in the forward propagation, and will
be reduced to insufficient text information E (S7). Similarly,
in the process of sequence decoding, the decoded sequence
is re-input to the decoder, and there is also a phenomenon of
information loss, and the leading label information is reduced
to ¥'. That is, the multi-label text prediction model under the
Seq2Seq framework degenerates from the idealized form to
the following formula:

Pt A~ P(Li | D'(E(ST). Y')). 4)

Similar to the machine translation model, after introducing
the attention mechanism across the encoder and decoder,
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the formula is as follows:
P~ P | D' (E(ST), Ay, 7)), ®)

where Aj; denotes the attention vector of the original text
on the label at time-step ¢. By introducing such an attention
mechanism, the information with attention of original text
is re-inputted to the decoder, and the loss of information
in the forward propagation process is alleviated. However,
the problem of information loss of the leading label sequence
has not been solved in the decoding process.

An out-memory-unit is introduced into the decoder to
encode the leading label in the decoding process. And its
probability formula is as follows:

~ ~t
P~ P(L | DYEST), Al Y MY)), (©6)

where Mj represents the out-memory-unit of all the pre-
dicted leading labels before time-step 7, and it enhances the
information of the leading label. However, there is a cer-
tain contradiction between serialization prediction process
and out-memory-unit. Once a error prediction occurs in the
process of prediction, the result of this error prediction will
be memorized. It is magnified gradually in the subsequent
sequence decoding process, and then affects the accuracy of
the model in the prediction. A error memory will cause the
above formula to be reduced to:

~ ~t ~t
P~ P(L | DY EST), Al Y, My)), 7

where M IY is degraded from M; after inputting erroneous
prediction information in the out-memory-unit.

Based on the above discussion, it is the key to solve the
problem of error accumulation in decoding process. We let
the original text information conduct information filtering on
the leading label, and eliminate the error information that
contradicts the original text information. Then we provide the
filtered leading label information to the decoder. The decoder
can be less affected by a previous error prediction, and then
improve the accuracy of prediction in the decoding process.
The probability formula for this method is as follows:

P = P(Li | Ay, Ay, H),
M+1
P =[] max(p), ®)

=1

where A}, and A, represent the attention information of
the leading label to the original text and the original text to
the leading label at time-step ¢, respectively. H represents the
hidden state output of the encoder which contains the original
text information. P represents the joint probability of all the
labels. In the prediction process, A}; needs to be removed
because it represents the text information corresponding to
the predicted leading label.

Based on the following three reasons, a multi-step dis-
criminant end-to-end model is used to replace the sequence
generation model in the label prediction phase:

Multi-label
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FIGURE 2. The structure diagram of the model.

1 text classification is different from pure sequence
prediction. Although the label prediction needs to be
predicted orderly, the leading label does not have the
order problem. Once a label is predicted and used as a
leading label, there is no need for sequencing. Therefore,
in essence, the leading label does not need to be input
sequentially into the decoder for forward propagation,
and the generated model will complicate the problem.

2 The support of the original text information to each
prediction label is related to the text meaning and the
label meaning, but independent of the label order. In the
prediction of each label, the same original text infor-
mation should be adopted. Therefore, the original text
information also does not need to be decoded through
the sequence of forward propagation process.

3 Multi-dimensional feature vectors constructed by con-
catenation will have very large dimensions. If this
decoding vector is input into the LSTM cell, there is
a contradiction between the LSTM performance and
its input scale, that is, when the input scale of LSTM
increases to a certain extent, the serialization modeling
ability of LSTM has a negative correlation with its input
scale. Therefore, in order to coordinate the contradic-
tion between high-dimensional features and RNN series
decoders, the decoder is not suitable for using the neural
network structure of sequence generation.

C. MODEL STRUCTURE

In this section, we introduce the structure of our model and
the relationship among the modules. In addition, we also
introduce our data preprocessing methods.

The overall structure of our model is shown in Fig. 2, where
BiLSTM denotes bi-directional LSTM, A1 and A2 represent
the attention vector of the leading label to the original text
and the original text to the leading label, respectively. On the
whole, the model can be divided into feature extraction mod-
ule, feature combination module and classification prediction
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module. The feature extraction module extracts the original
text feature and the leading label feature from the input, and
the original text information includes the hidden state of the
bi-directional LSTM and the output sequence. The feature
combination module of the model sets the combination mode
of the above three features and gives the feature vectors
needed to predict the new labels. The classification prediction
module realizes the prediction of the next label to be predicted
through the classification function based on the combination
feature vectors above.

Our model achieves multi-label classification through
multiple single-label classification tasks. The model reuses
parameters in multiple predictions and updates the leading
labels after the end of one prediction, and then carries out a
new round of prediction.

In a prediction process, our model takes the original text
sequence and the leading label as the input, and takes the
probability distribution of the prediction label as the out-
put. First, the model embeds the original text and the lead-
ing labels with a startup label as the first leading label
and an end label as the last label. Then the text vec-
tor sequence {xi, x2,...,xy} and the leading label vector
sequence {l1,lp, ..., Iy} are obtained. After that, the text
sequence {xi,x,...,xy} is inputted into a bi-directional
LSTM [32] for encoding. To some extent, the output of
the current time-step in bi-directional LSTM contains infor-
mation that will appear after it [33], thus optimizing the
information extraction capability of RNN. The hidden state
hy of the bi-directional LSTM and the output sequence
{wi,wa, ..., wn} are used as the representation of the orig-
inal text information. Then the co-attention operation is car-
ried out between the output sequence {wy, wa, ..., wy} and
the leading label sequence {/1, >, ..., Iy}. Al and A2 are
obtained after co-attention operation. A1 represents the text
information that the leading label depends on which is no
longer needed to predict the new label. We remove it from
the original text information, that is, iy — A1, and obtain the
new feature vector to predict the new label. A2 represents the
leading label information under the condition of the text infor-
mation. On the one hand, A2 represents the predicted labels
which is a precondition to predict new labels, on the other
hand, the error information in the leading label is filtered out
through this attention mechanism, and the problem of error
accumulation solved. Then we concatenate Ay, hy —A1, A2 to
obtain a representation vector of the input information, which
contains all the information that predicts the next new label.
Finally, a six-layer fully-connected neural network classifier
was used to reconstruct the multi-dimensional representa-
tion information, and the score distribution of each label
was given. Softmax operation was further used to convert
the score into probability distribution, so as to realize the
prediction of a new label.

In the training process, the model takes the cross entropy
loss as the loss function and the one-hot form of the label as
the monitoring information. After completing a prediction,
the newly predicted label will be added to the new leading
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label. Repeat the above operation and gradually realize the
prediction with multi-step and multi-classification task until
the last label is predicted.

1) FEATURE EXTRACTION MODULE

The input of the feature extraction module is the embedding
representation of the original text {xi, xs,...,xy} and the
leading label {l1, >, ..., Iy }. Due to the serializability of
the text sequence, we use bi-directional LSTM to further the
encoding operation, and give the state vector of the encoder

hidden layer Ay and output sequence {wp,wa,...,wn}.
The formula for bi-directional LSTM is as follows:

ir = o(Wiphi—1 + Wixx; + b)),

fi = o(Wghi—1 + Wy, + by),

or = o(Wonht—1 + Woxx: + bo),

8t = tanl’l(‘/vghht—l + ngxt + bg)»

=i Qg +fi ©c-1,

h; = o; © tanh(c;),

hpi = [_h), (h_] s )

where i;, f; and o; represent input gate, forget gate, and
output gate respectively. o, tanh denote the sigmoid activation
function o(x) = H% and hyperbolic tangent function
tanh(x) = ﬁ;i: respectively, and © denotes element-wise
multiplication. W.,b represent weight matrices and bias vec-
tors respectively. h,_1, x; represent hidden state at time-step
t — 1 and input at time-step ¢ respectively. hp; denotes con-
catenated vector representati(cll of forward hidden state h
and backward hidden state & . The input {xi, x2,...,xy}
in positive order and reverse order are cascaded through
the LSTM module to obtain the hidden state, and Ay and
{w1, wo, ..., wy} are obtained. Leading labels do not have
sequentiality, so we directly take the embedded vector set of
leading labels as the feature vector of leading labels.

2) FEATURE COMBINATION MODULE

Feature combination module includes co-attention operation,
difference operation and concatenation operation. Taking hid-
den state iy and output sequence {wi, wy, ..., wy} as the
input, the two feature vectors Ays and Agy with attention
weight information are obtained by the co-attention opera-
tion of the output sequence and the leading label sequence
{l1, 1o, ..., Iy} Ays denotes the information corresponding
to the leading label in the text, and Agy denotes the correlation
information between the leading label and to-be-predicted
label. The formula of Ayg is as follows:

ej = vgtanh(Wali + Uaw)),

exp(e;,;)
%j= N
>_j—1 exp(ei)
1 M N
AYS = 17 Zi:l Zj:l O{i’jo. (10)
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FIGURE 3. The structure of feature extraction module. Fw_LSTM denotes
the forward LSTM, Bw_LSTM denotes the backward LSTM. hyy, hpy
represent forward hidden state and backward hidden state at time-step N
respectively. Note that the other modules are fuzzed.

FIGURE 4. The structure of feature combination module.

The formula of Agy is as follows:

eij = vgtanh(wai + Uplp),

exp(e;;)
%= oM L v
> j=1 exp(ei,)
1 N M
Agy = i Zi:l ijl i jlj, (11)

where W and U represent attention weight matrices. v/ is
the context vector to distinguish informative elements from
non-informative ones.

Finally, hy, hy — Ays and Agy are cascaded to get the

feature vector A = {hy, hy — Ays, Asy}.

3) CLASSIFICATION PREDICTION MODULE
The classification prediction module includes a multi-layer
fully-connected neural network and a softmax layer.
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FIGURE 5. The structure of classification prediction module. Leaky_relu
represents activation function.

The dimension of the first layer network is set to 1800, and
then features are extracted in a descending manner. Finally,
the probability distribution p of the predicted results in the
label space is given. The formula for the probability p; of the
iz, label is as follows:

x = f(Wvy),
eti
pi= ¢ , (12)
> ek
k=1

where W, v4 represent all the weight matrices in fully con-
nected layers in the module and the feature A obtained from
feature combination module, respectively. f is the leaky relu
activation function that has gradient in {00, 0}. K and x;
denote the number of all label classes and the value of the
i label, respectively.

During the training, the loss between the probability distri-
bution and the actual label should be calculated to optimize
the model. We use cross entropy loss function in our model.
The cross entropy function is given as follows:

| K
) =—— ;yi logpi + (1 =y log(l —pp),  (13)
where y; € {0, 1} and p; € {0, 1} are the true label value and
predicted probability, respectively, for the iy, label. And K is
the number of label classes.

The structure of classification prediction module is shown
in Fig. 5.

It should be emphasized that the form of the original
dataset is a text sequence as a sample, corresponding to a
label sequence as a label. Different from Seq2Seq model,
this model uses multi-step-prediction method to realize
multi-label prediction, so we need to pre-process the original
data. The label sequence adds the startup label and the end
label respectively at the beginning and the end. Specifically,
we combined the text with the startup label to predict the first
real label. This predicted label is added to the leading label
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FIGURE 6. The mode of data parsing.

TABLE 1. Comparison between our model and all the baseline models on
the AAPD test set.

Model P R F1
BR 0.644 0.648 0.646
CC 0.657 0.651 0.654
LP 0.662 0.608 0.634
Seq2Seq+Attention 0.746 0.659 0.699
SGM+GE 0.748 0.675 0.710
Our Model(MSCoA) 0.802 0.682 0.737

sequence as a new member. The text is combined with the
leading label to predict the next label until the end label is
predicted. Therefore, an original sample will be parsed into
J + 1 new samples, where J denotes the number of label
sequence. We parse the original data in the form shown in
the Fig. 6.

By doing this, we construct an agent task which converts
a single-step multi-label classification to a multi-step single-
label classification. Similarly, we can optimize our model by
the loss of single-label classification task.

Ill. EXPERIMENT

In this section, we introduce our experimental work on two
datasets to verify the performance and evaluation of our
model. Firstly, we introduce the basic situation of datasets.
And we introduce the contents of parsing the original dataset
and constructing our training and test data. Then we intro-
duce some parameters and operation settings in the pro-
cess of training our model, and detail our training process.
At the same time, the graphical representation of the loss
function in the training process is given. Finally, we give
accuracy and recall rate of multi-label text classification
on the test dataset, and give the comparison between our
model and some previous research work in Table 1 and
Table 2. Taking the classification results of actual data as
an example, the performance superiority of our model is
demonstrated.
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TABLE 2. Comparison between our model and all the baseline models on
the RCV1-V2 test set.

Model P R F1
BR 0.904 0.816 0.858
CC 0.887 0.828 0.857
LP 0.896 0.824 0.858
Seq2Seq+Attention 0.887 0.850 0.869
SGM+GE 0.897 0.860 0.878
Our Model(MSCoA) 0.901 0.883 0.891

This paper studies a Shannon the oretic version of the
generalized distribution preserving quantization problem where
a stationary and memoryless source is encoded subject

Text content

CS.IT CS.NI MATH.IT MATH.PR

Text label

FIGURE 7. A typical dataset sample.

A. DATASETS

1) ARXIV ACADEMIC PAPER DATASET (AAPD)

This dataset is provided by Yang et al. and includes 55, 840
abstracts and corresponding subjects of papers in the com-

puter science, with 54 kinds of label classes and contains
68, 767 words.

2) REUTERS CORPUS VOLUME | (RCV1-V2)

This dataset is provided by Lewis et al. It contains of over
800, 000 manually classified news samples made available
by Reuters Ltd for research purposes. And there are 103
categories of labels in this dataset.

An example of a typical sample in a dataset is shown
in Fig. 7.

Take AAPD dataset for example, we discard the samples
whose text length was too long or too short, and randomly
selected 40, 000 samples in the dataset. We build about
180, 000 new samples of data for model using the our dataset
parsing method. 20% of these samples is used as the valida-
tion set to evaluate and the 80% is used as the training set. A
portion of the data remains in its original form and is used to
evaluate the performance of the classification of models after
training.

B. MODEL CONSTRUCTION

We use pytorch to build our model and implement model data
interface based on python. The model is structured as detailed
in the previous section. Including word vectors and label
vectors, all parameters of the model are initialized randomly
by a standard initialization method with a mean value of 0 and
a variance of 0.1, in which the word vector list is a matrix of
N %300. N denotes the size of our word dictionary. The label
vector scale is a matrix of 55 % 600, in which 54 items are
normal label embedding vectors and one item is the startup
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label embedding vector. As an input leading label, the end
label is not required.

In order to measure the model performance, we use the
cross entropy between the output probability distribution and
the real label in one-hot form as the agent loss function.

C. MODEL TRAINING AND EVALUATION

We build and train the model on a 64-gigabyte workstation
with four TitanXP GPU. We use adam optimizer [34] to
calculate gradient and update parameter in back propagation
and the initial learning rate is set to 0.01. In training process,
we randomly take 512 samples from the training set as a batch
input to the model, and parallel computation on four GPU to
carry out a forward propagation and error back propagation
operation. After every 100 rounds of training, we evaluate the
loss and accuracy on the validation set, and then continue the
above iterative training.

In the training process, we record the model loss and
prediction accuracy in the form of our analytic dataset to
monitor the training process. The accuracy and the loss of
validation set are shown in Figs. 8. And the hamming loss in
the test process on AAPD is shown in Fig. 9.

Finally, we calculate the accuracy, recall rate and F1 value
on the test set to evaluate the performance of the model in
the form of the original dataset. The performance comparison
with the previous research work is shown in Table 1 and
Table 2. The performance of the baseline model, we refer to
the study results of Yang P et al. on the SGM + GE model.

As can be seen from the Figs. 8-a, the accuracy of our
model in the validation set in the training process is about
90%. However, since the task of our model is essentially
an agent task for multi-step prediction of label sequences,
the dataset for training and validation are preprocessed. The
higher the number of leading labels, the higher the accuracy
of prediction. When testing on the test set, the model needs
to start up, that is, gradually predict more and more leading
labels. At the beginning prediction of the Figs. 8-a, the accu-
racy is about 60% which is close to BR model in Table 1. This
is because there are no leading labels at beginning prediction,
and the model works in a similar fashion to the BR model.

When the error label is used as the leading label, the next
prediction will still approximate the startup process after
the attention filtering process of the original text. When the
model predicts the correct label and uses it as the leading
label, the accuracy can reach the level reflected in the training
process. Therefore, the performance of our model is different
from that on the validation set in the training process when
finally predicts in the form of original data on the test set,
but the accuracy of 0.802 on AAPD dataset is still better than
other models.

D. INTERPRETATION OF RESULT

It can be seen from Figs. 8-b that the validation set loss starts
with a rapid vibration decline, then the decline speed tends
to moderate and the vibration amplitude gradually decreases,
and finally maintains the basic stability. The reason for the
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FIGURE 9. Hamming loss in the test process on AAPD dataset.

vibration is the momentum accumulation characteristic of
adam optimizer, but the model still shows a macroscopic
optimization trend which indicates that the model gradually
achieves convergence. At the same time, the accuracy of the
model increases and stabilizes with the decrease of loss. The
results of our model and other baseline models are shown
in Table 1 and Table 2. Our model is superior to other baseline
models in terms of accuracy, recall rate and F1 value on two
datasets. Meanwhile, Fig. 9 shows that the hamming loss of
AAPD dataset remains between 0.02 and 0.04, which is a
very low level.

By comparing several typical experimental samples,
we demonstrate the ability of our model to accurately predict,
avoid repeated predictions and mitigate the accumulation

— loss

Loss

6 160 260 360 4(;0 S(;O 660 7C||0 860
Training-step

(b) Loss in the training process.

of errors. And the comparison of our model with other base-
line models is shown in Table 3. It is clear from this that for a
typical sample, our model has better prediction performance
than the BR model which ignores the correlation between
labels. The improvement of performance comes from the
leading label, on the one hand, it provides more comprehen-
sive information for the new labels, on the other hand, it can
be measured by the semantic distance of labels and alleviates
the problem of sparse data caused by the frequency of label
occurrence, and makes labels with lower number get training
basis.

From Table 3 we can see that, compared with the attention
mechanism model of with encoder and decoder, our model
shows high accuracy in the labels of latter part which is
embodied in the suppression of error labels. The attention
mechanism model loses the leading label in the prediction
process of the labels of latter part, and the prediction of the
end label becomes difficult. The result shows that the forward
propagation of the model results in the loss of the leading
label information. Our model provides fuller leading-up label
information for labels that appear at the rear. In this case,
although our model encountered a startup error, we can see
that the model can correct the prediction direction through
the attention filtering effect of the original text on the leading
label.

As shown in Table 3, our model avoids the extreme sit-
uation of continuous false prediction compared with the
SGM+GE model. The result indicates that the attention
mechanism of the original text information can filter the lead-
ing label information as scheduled and the error memory of

TABLE 3. Results example and analysis table. * denotes empty label that the model does not predict.

Real Label BR Seq2Seq+Attention SGM+GM OurModel(MSCoA)
math.ST math.ST math.ST math.ST *
cs. Al * cs. Al cs. Al cs.Al
cs. LG cs.LG * cs.LG cs.LG
stat. ML * stat. ML * stat. MLL
stat. TH * * * *
Number of irrelevant labels 3 4 3 2
VOLUME 7, 2019 109643
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the leading label caused by one error prediction is eliminated.
At the same time, the model avoids the accumulation of errors
in several predictions and is helpful to predict the end label
in time.

IV. CONCLUSION AND FUTURE WORK

With the development of internet industry, multi-label text
classification is becoming more and more widely used than
multi-class text classification. Our research work is supported
by deep learning and mainly focuses on solving the problem
of information loss in the process of sequential decoding. We
summarize the theoretical framework of the current research
work and improve the performance of multi-label text clas-
sification algorithm by making full use of the semantic asso-
ciations between original text, leading label and new label to
be predicted. The experimental results show that our model
achieves the optimal level in multi-label text classification
task.

Although the experimental results of this study show
that our model significantly improves the performance of
multi-label text classification tasks, there are still some prob-
lems left over from our own point of view. It is difficult
to predict the model in the process of startup, that is the
model only shows a slightly better performance than the
multi-classification model in the case of few leading labels or
only startup labels. This means that the model has significant
cold start problems. Only when the model begins to have the
correct predictive results will it gradually become more and
more accurate. This situation is directly related to the mode
of work of serialization prediction. How to use the raw data to
solve the cold start problem is the next step worth studying.

With the emergence of transformer, bert and other language
models, the coding process of multi-label text classification is
expected to be greatly improved and broken through. Models
can be improved by multi-task learning in future [35]. It is
also possible to improve the model effect through transfer
learning [36]-[38]. At present, in natural language processing
tasks based on word vector, the unsupervised training mode
of word vector makes its semantic representation vague and
insufficient, and the text representation obtained by coding on
this basis cannot fully reflect the semantic content. Specific to
the multi-label text classification task, the accurate encoding
of the original text information will greatly affect the perfor-
mance of the model [39]. Therefore, we expect that all kinds
of high-performance language models can be applied to the
encoder of multi-label text classification tasks in the future.
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