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ABSTRACT Recommender system is an information filtering tool used to alleviate information overload
for users on the web. Collaborative filtering recommends items to users based on their historical rating
information. There are two approaches: memory-based, which usually provides inaccurate but explainable
recommendations; and model-based, whose recommendations are more precise but hard to understand. Here
we propose a Bayesianmodel that not only provides us with recommendations as good asmatrix factorization
models, but these predictions can also be explained. The model is based on both user-based and item-based
collaborative filtering approaches, which recommends items by using similar users’ and items’ information,
respectively. Experiments carried out using four datasets present good results compared to several state-of-
the-art baselines, achieving the best performance using theNormalizedDiscountedCumulativeGain (nDCG)
quality measure and also improving the prediction’s accuracy in some datasets.

INDEX TERMS Recommender systems, collaborative filtering, Naïve Bayes classifier, hybrid CF, reliability
measure.

I. INTRODUCTION
Recommender Systems (RS) are becoming an alternative to
facing the Information Overload problem in the web [1]. RS
filter data according to an analysis of past preferences of
the users. For this process, some techniques may be used,
the most well-known are Content-Based Filtering (CBF),
Collaborative Filtering (CF) and Hybrid Filtering [2]. CBF
can be designed to recommend items similar to those that a
pre-determined user used to like in the past [3]. CF is based
on the assumption that users with similar taste in the past will
have similar preferences in the future [4]. Hybrid Filtering
combine several filtering algorithms in order to obtain a set
of items or products that fit with the preferences of a user [3].

CF is the most popular implementation of a RS. These
recommender systems are based on a rating matrix in which
each user provides information about how much he or she
likes or dislikes some items. CF methods act directly on the
rating matrix to compute predictions and recommendations.
CF can be subdivided into model-based and memory-based
approaches. In memory-based approaches, the information to
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recommend is obtained directly from the rating matrix [5],
these algorithms mainly divide this approach into two kinds:
user-based CF and item-based CF. The user-based CF ana-
lyzes a group of users that share similar interests or expe-
riences with the target user and recommends the items that
the group generally prefers. The item-based CF recommends
items that have a greater similarity with the list of items that
a user liked in the past, so this approach uses similarities
between the rating patterns of items to predict preferences
[6]. On the other hand, in model-based approaches, a model
is created from the data, which subsequently is used to
make recommendations; the most popular implementation of
model-based approach is Matrix Factorization (MF) [7] and
its variants NMF [8], PMF [9], and BNMF [10]. In these
methods, the ratings of users to items are modelled with a
set of latent factors that represent features of the users and
items. Nowadays, model-based methods are achieving better
results in accuracy and performance.

In the context of RS, the main problem of matrix factor-
ization is that the learnt latent space is not easy to inter-
pret [11], so thesemodels are not amenable to explaining their
results [12]. The proposed model in [10] has been developed
in order to alleviate this problem by applying a probabilistic
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approach for interpreting the factors of users and items.
However, these factors remain extremely abstract for users.
In this paper we address this problem creating a probabilistic
model that the final users can interpret. Our model is based on
a Bayesian model that combines user-based and item-based
approaches. Thus, we define three different approaches based
on the users’ space, the items’ space and the combination of
both spaces.

The hypothesis this paper is that the proposed approach
provides advantages for explaining recommendations, and
the quality of the accuracy obtained will be equal to or better
than CF baselines reported in this paper.

The rest of the paper is structured as follows: Section II
presents the definition of the proposed method; Section III
includes the design of the experiments to measure the quality
of the performed recommendations; Section IV encloses the
explanation of the recommendations; Section V shows the
related work; and Section VI shows the conclusions and
future work.

II. METHOD DEFINITION
In this section, we present the design and formulation of the
proposed CF approach. First, we summarize the fundamen-
tals of the Naïve Bayes Classifier and the meaning of its most
important parameters. Second, we show the mathematical
formulation of the proposed method.

A. METHOD DESIGN
The proposed approach has been designed based on the Naïve
Bayes Classifier (NBC) [13]. We choose NBC because it
allows understanding and justifying the predictions of the
model in a simpler way. In addition, several studies have
shown that results obtained with NBC are competitive with
respect to other techniques.

NBC is a supervised multiclass classification algorithm
based on applying Bayes’ theorem with the ‘‘naive’’ assump-
tion of conditional independence between every pair of
variables.

In NBC, given a set of independent variables, X =

{x1, x2, . . . , xn}, the posterior probability is built for each
possible classes, C = {c1, c2, . . . , cm}. In the proposed
approach the independent variables will be the ratings of users
to items and the possible classes will be each plausible rating
value.

NBC calculates a classification score P(C|X), that is pro-
portional to the posterior probability, from the prior prob-
ability of each class P(C) and the likelihood P(X|C) (1).
Thus, the final classification is produced by the argument that
maximizes the classification score (2). The breakdown of this
equation can be found in [14].

P(C |X ) ∝ P(C)
n∏
i=1

P(xi |C) (1)

ŷ = argmax
y

P(C |X ) (2)

Several NBC implementations have been proposed. They
mainly differ by the assumptions they make regarding the
likelihood distribution. In CF we can assume multinomially
distributed data: each user rating is assigned to a fixed set of
predefined rating values. For example, in MovieLens dataset,
each rating can be classified from 1 to 5 stars.
The proposed method will classify (predict) the new rat-

ings of a user (i.e., the possible rating value that a user
would give to an item) based on the existing ratings of
the dataset. The prior probabilities distributions would be
computed based on the ratings of each user and item. This
concept is represented by equations (3) and (6). Due to the
independence assumption of NBC, the likelihood would be
computed based on the ratings of a user or item regarding
the ratings of another user or item respectively. We use the
equations (4) and (7) to calculate the likelihood. To obtain the
classification score, the prior and the likelihood are combined
(equations (5) and (8)).

B. PROPOSED METHOD FORMULATION
The proposed method computes the probability that a user
rates an itemwith a specific rating value knowing the previous
ratings that exist in the dataset. This probability is computed
through the prior and likelihood according to equation (1).
We define three different approaches based on the computa-
tion of the prior and the likelihood:
• User-based approach: prior and likelihood are computed
according to the items that each user has rated.

• Item-based approach: prior and likelihood are computed
according to the ratings that each item has received.

• Hybrid approach: it integrates user-based and item-
based approaches to complement each other and
improve the accuracy of the model.

For this purpose, we will consider a RS as a set of U users
that rate a set of I items. The rating value of a user u on item i
is represented with ru,i. The absence of rating is denoted by •.

1) USER-BASED APPROACH
We define P(ri = y) as the probability that the item i be rated
by any user as y:

P(ri = y) =
#{u ∈ U

∣∣ru,i = y } + α

#{u ∈ U
∣∣ru,i 6= •} + #R · α

(3)

where α is a parameter to avoid 0 probabilities and #R denotes
the number of plausible ratings.

We define P(rj = k|ri = y) as the probability that the item
j be rated as k knowing that the rating of item i is y:

P(rj = k|ri = y) =
#{u ∈ U |ru,j = k ∧ ru,i = y} + α

#{u ∈ U |ru,j 6= • ∧ ru,i = y} + #R · α
(4)

where α is a parameter to avoid 0 probabilities and #R denotes
the number of plausible ratings.

Consequently, let P(ru,i = y) be the classification score
that the user u rate the item i with the rating y according to
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the items rated by the user u.

P(ru,i = y) ∝ P(ri = y)
∏
j∈Iu

P(rj = ru,j|ri = y) (5)

where Iu = {i ∈ I |ru,i 6= •} is the set of items rated by the
user u.

2) ITEM-BASED APPROACH
We define P(ru = y) as the probability that the user u rate any
item with y :

P(ru = y) =
#
{
i ∈ I

∣∣ru,i = y
}
+ α

#{i ∈ I
∣∣ru,i 6= •} + #R · α

(6)

where α is a parameter to avoid 0 probabilities and #R denotes
the number of plausible ratings.

Let P(rv = k|ru = y) be the probability that the user v rate
as k knowing that the user u has rated as y.

P(rv = k|ru = y) =
#{i ∈ I |rv,i = k ∧ ru,i = y} + α

#{i ∈ I |rv,i 6= • ∧ ru,i = y} + #R · α
(7)

where α is a parameter to avoid 0 probabilities and #R denotes
the number of plausible ratings.

Therefore, let P(ru,i = y) be the classification score that
the item i be rated with y by user u according to the ratings
received by the item i.

P(ru,i = y) ∝ P(ru = y)
∏
v∈Ui

P(rv = rv,i|ru = y) (8)

where Ui = {u ∈ U |ru,i 6= •} is the set of users that has rated
item i.

3) HYBRID APPROACH
Combining both user-based and item-based approaches,
we can increase the number of evidences used to compute
the classification score. The greater the number of evidences,
the better the quality of the predictions.

Both approaches can be combined using a weighted prod-
uct based on the amount of evidences used to compute the
user-based and the item-based approach. Let P(ru,i = y) be
the classification score that the user u rate the item i with the
rating y:

P
(
ru,i = y

)
∝

P(ru = y) ·
∏
v∈Ui

P(rv = rv,i |ru = y)

 1
1+#Ui

·

P(ri = y) ·
∏
j∈Iu

P(rj = ru,j |ri = y

 1
1+#Iu

(9)

where Iu = {i ∈ I |ru,i 6= •} is the set of items rated by the
user u and Ui = {u ∈ U |ru,i 6= •} is the set of users that have
rated item i.

C. COMPUTE PREDICTIONS
Predictions can be computed by taking the rating value that
maximizes the probability of being rated. We define r̂u,i as
the rating prediction of the user u to the item i.

r̂u,i = argmax
y

P(ru,i = y) (10)

D. COMPUTE RELIABILITY
Reliability of predictions is an open research field in recom-
mender systems area [15], [16]. Reliability can be defined
as the certainty the recommender system has in the computed
predictions, i.e, a recommender system needs to provide some
certainty in the item it recommends in order to decrease the
user doubt when selecting, buying or seeing that item. When
reliability values are provided, each prediction is defined by
the pair <prediction, reliability>,where the reliability rep-
resents the confidence of the model in a prediction. Using
reliability, we can increase the accuracy of a RS by filtering
the recommendations with low reliability, thus the system
will recommend some items with high-reliability value. The
idea of this measure is that the more reliable a prediction is,
the less liable to be wrong.

The proposed model can easily provide reliability related
to each prediction. Let lu,i be the reliability of the prediction
of the user u to the item i.

lu,i =
P(ru,i = r̂u,i)∑
y∈R

P(ru,i = y)
(11)

where R is the set of plausible rating values of the RS.
This reliability measure can be applied to both a user-based

and item-based approach and a hybrid approach.

E. RUNNING EXAMPLE
In this section, we present a running example in order to
clarify how the proposed method works.

TABLE 1. A running example of the rating matrix.

In Table 1 we show an example of a rating matrix with five
users and nine items. Cells denoted with ‘•’ indicate that the
user has not rated that item.

In this running example, it is detailed how to compute the
rating prediction of the user u1 to the item i1 (r̂u1,i1 ) using the
three proposed approaches.

First, we need to compute the prior distributions. Table 2
shows the probability that the item i1 be rated by any user
with {1, 2, 3, 4, 5}, when applying a user-based approach,
and the probability that the user u1 rates any item with
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TABLE 2. The prior probability of the item i1 using the user-based
approach and the user u1 using the item-based approach.

TABLE 3. Likelihood of the item i1 based on the ratings of the user u1.

{1, 2, 3, 4, 5}, when applying the item-based approach.
Equation (12) details how to compute the probability that the
item i1 be rated with 1 according to equation (3).

P(ri1 = 1) =
#
{
u ∈ U

∣∣ru,i1 = 1
}
+ α

#
{
u ∈ U

∣∣ru,i1 6= •}+ #R · α

=
# {u2, u3} + 0.01

# {u2, u3, u4, u5} + 0.05
=

2.01
4.05
= 0.496297

(12)

Equation (13) details how to compute the probability that
the user u1 rates any item with 1 according to equation (6).

P(ru1 = 1) =
#
{
i ∈ I

∣∣ru1,i = 1
}
+ α

#
{
i ∈ I

∣∣ru1,i 6= •}+ #R · α

=
# {i2} + 0.01

# {i2, i3, i4, i5, i7, i8, i9} + 0.05
=

1.01
7.05

= 0.143262411 (13)

Then, we need to compute the likelihood. In the user-based
approach, according to equation (5), only the likelihood that
relates the target item (i1) with each item rated by the active
user (u1) must be computed. Table 3 shows the probability
that the item i1 be rated with {1, 2, 3, 4, 5} with respect to
the items rated by the user u1. Equation (14) details how to
compute the likelihood of rating the item i1 with 1 if the item
i2 has been rated with 1.

P(ri2 = 1
∣∣ri1 = 1)

=
#
{
u ∈ U

∣∣ru,i2 = 1 ∧ ru,i1 = 1
}
+ α

#
{
u ∈ U

∣∣ru,i2 6= • ∧ ru,i1 = 1
}
+ #R · α

=
# {u3} + 0.01

# {u2, u3} + 0.05
=

1.01
2.05
= 0.492682 (14)

In the item-based approach, according to equation (8),
only the likelihood that relates the active user (u1) with each
user that has rated the target item (i1) must be computed.

TABLE 4. Likelihood of the user u1 based on the ratings of the item i1.

Table 4 shows the probability that the item i1 be rated with
{1, 2, 3, 4, 5} with respect to the users that have rated that
item. Equation (15) details how to compute the likelihood of
rating the item i1 with 1 if the user u2 has rated it with 1.

P(ru2 = 1
∣∣ru1 = 1)

=
#
{
i ∈ I

∣∣ru2,i = 1 ∧ ru1,i = 1
}
+ α

#
{
i ∈ I

∣∣ru2,i 6= • ∧ ru1,i = 1
}
+ #R · α

=
# {} + 0.01
# {i2} + 0.05

=
0.01
1.05
= 0.0095238 (15)

Finally, the classification score can be computed according
to equations (5), (8) and (9). Table 5 contains the classi-
fication score using the user-based, item-based and hybrid
approach. According to equation (10), the prediction will be
1 if user-based approach is used and 2 if item-based approach
or hybrid approach is used.

TABLE 5. Classification score using the user-based, item-based, and
hybrid approach. in bold the maximum classification score of each
approach.

To compute the reliability of these predictions, equa-
tion (11) must be applied. Using the hybrid approach, the pre-
diction is 2, so the reliability value of this prediction we can
compute as follows:

lu1,i1=
P(ru1,i1 = 2)
5∑
y=1

P(ru1,i1 = y)

=
1.20724E-2
0.03616834

= 0.333784 (16)

This value means the algorithm has a reliability of 33.4%
that the prediction is correct.

F. NBCF ALGORITHM
In this section we present the algorithm used to implement
the NBCF method. In order to reduce the computational
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Algorithm 1 NBCF Algorithm
input : (ru,i), (α)
output : (pupu,y), (pipi,y), (cupv,k,u,y), (cipj,k,i,y)
temp : (ucu), (ici), (ijcj,i,y), (uvcv,u,y)
Initialize pupu,y, pipi,y, cupv,k,u,y and cipj,k,i,y with (α)
Initialize ucu, ici, ijcj,i,y and uvcv,u,y with #R · α
for each user u do

for each item i rated by user u do
y← ru,i
pupu,y←

ucu·pupu,y+1
ucu+1

ucu← ucu + 1
pipi,y←

ici·pipi,y+1
ici+1

ici← ici + 1
for each item j rated by user u do

k ← ru,j
cipj,k,i,y←

ijcj,i,y·cipj,k,i,y+1
ijcj,i,y+1

ijcj,i,y← ijcj,i,y + 1
end
for each user v that have rated item i do

k ← rv,i
cupv,k,u,y←

uvcv,u,y·cupv,k,u,y+1
uvcv,u,y+1

uvcv,u,y← uvcv,u,y + 1
end

end
end

complexity of the algorithm, a memorization approach has
been followed. Algorithm 1 shows the steps to compute the
probabilities that are necessary to obtain the predictions,
hence the algorithm builds the model that should be used
when computing the predictions. This algorithm computes
those probabilities in an iterative way, storing the values to
avoid recalculating them later.

For the sake of simplicity, variables of the algorithm have
been defined using short identifiers. The reader should take
into account that (pupu,y), (pipi,y) are prior probabilities of
users and items according to equations 3 and 6, respectively,
while (cupv,k,u,y), (cipj,k,i,y) are the conditioned probabilities
of users and items, respectively, based on equations 4 and 7.
The remaining variables (ucu), (ici), (ijcj,i,y), (uvcv,u,y) are
counters of observations used to compute the aforementioned
probabilities.

III. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
The designed experiments compare the proposed approach
with several model-based baselines, using testing quality
measures and processing four public CF datasets (Movie-
Lens, FilmTrust, Yahoo, and BookCrossing), which are com-
monly used in the recommender systems field. For the
BookCrossing dataset, we consider only the book rating
explicit information from the original dataset. The main
parameters of these datasets can be shown in Table 6.

TABLE 6. Main properties of the datasets used in the experiments.

The proposed model has been designed using a proba-
bilistic approach in order to facilitate the explanation of its
results. This concept has previously been applied in the RS
field. We have selected the most popular recommendations
methods that use a probabilistic approach to explain their
results as baselines. Experiments have made use of the Col-
laborative Filtering for Java framework (CF4J) [20]. In all
experiments, certain hyperparameters need to be defined in
accordance with the compared CF method. These are shown
into each baseline. The hyperparameters values involved in
the cross-validation experiments have been selected in order
to maximize the accuracy of algorithms for all quality mea-
sures utilized. Testing and training sets percentages are same
for all tested datasets: test users = 20%, test items = 20%,
training users = 80%, training items= 80%. The baselines
selected are:

• Bayesian Non-negative Matrix Factorization
(BNMF). BNMF associates a vector of K component to
each user and each item. The components of these vec-
tors lie within [0,1] with an understandable probabilis-
tic meaning, they allow find out some groups of users
with the same tastes, as well as justify and understand
the recommendations this technique provides [10]. The
hyperparameters set for this method are:

a) Number of latent factors (k): 6 for MovieLens and
BookCrossing; and 8 for FilmTrust and Yahoo.

b) Number of iterations: 150 with MovieLens; 50 for
FilmTrust; and 120 for Yahoo and BookCrossing.

c) Cluster overlapping probability (α): 0.8 for all
tested datasets.

d) Number of evidences to belong to a cluster (β):
5 for MovieLens and Yahoo; 4 for FilmTrust and
BookCrossing.

• Biclustering Hybrid Collaborative Filtering
Bi-CF. Bi-CF is a hybrid approach that combines user-
based CF and item-based CF. It also uses the biclustering
technique to reduce dimensionality. It adopts the user-
based (UBCF) and item-based CF (IBCF) schemes
based on the computed similarity respectively. Finally,
it combines the resultant predictions of each model to
make final predictions [17]. The hyperparameters used
to perform the experiments with Bi-CF are:
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a) Number of iterations: 50 for MovieLens; 20 for
FilmTrust; 30 for Yahoo and BookCrossing.

b) Number of clusters: 4 for MovieLens; 2 for
FilmTrust; 3 for Yahoo and BookCrossing.

c) Regularization parameters (α and γ ): α = 0.001
for MovieLens and Yahoo; α = 0.01 for FilmTrust
and BookCrossing; γ = 0.8 for all datasets.

• Gaussian-Gamma Model (GGM). GGM technique is
based on Naive Bayesian, which explores two different
methods of modelling probabilities. A Gaussian model
for rating behavior, with the addition of a Gaussian-
Gamma prior, this model maintains good performance
even when data is sparse, and Multimodal model, which
is equivalent to taking maximum likelihood estimates of
the parameters of a multinomial distribution [18].

• Improved Naïve Bayesian Method (INBM). INBM
method is based on Naive Bayesian, which has simi-
lar complexity to the original Naive Bayesian method.
However, it has an adjustment of the Independence,
which makes it possible to be applied to the instance
where conditional independence assumption is not
obeyed strictly. [19].

• Non-Negative Matrix Factorization (NMF).In the
NMFmodel a ratings matrix is factorized into twomatri-
ces W and H. The values of these two matrices must
always be greater than 0. The matrices W and H are
found by minimizing the approximation error subject
to the nonnegative constraints [8]. We have selected
NMF as another baseline, because, unlike PMF which
includes negative factors (which makes it difficult to
justify the recommendations), NMF allows us to work
only with positive factors, which facilitates to explain
the recommendations. The hyperparameters required by
this method are:
a) Number of iterations: 150 for MovieLens and

Yahoo; 100with FimlTrust; 300 for BookCrossing.
b) Number of latent factors (k): 15 for Movielens and

Yahoo; 8 for FilmTrust; 12 for BookCrossing.

B. QUALITY MEASURES
In our experiments, we test predictions and recommendations
accuracy. The selected quality measures for this purpose
are: Mean Absolute Error (MAE), to measure the quality of
the predictions; Precision, Recall and normalized Discounted
Cumulative Gain (nDCG), to measure the quality of recom-
mendations.

According to [21], MAE is defined as the averaged MAEu
for all the users of the RS. The following equation is used:

MAE =
MAEu
#U

(17)

whereMAEu is the mean absolute difference between the test
ratings of the user u and the predicted ones.

MAEu =

∑
i∈Îu

∣∣ru,i − r̂u,i∣∣
#Îu

(18)

Îu is the set of the test items rated by the user u.

precision is defined as the averaged precisionu for all the
users of the RS:

precision =
precisionu

#U
(19)

where precisionu is the proportion of the N items recom-
mended to the user u that are relevant to him/her. We used
the following equation:

precisionu =
#
{
i ∈ RNu

∣∣ru,i ≥ θ }
N

(20)

In this case, RNu is the set of N items recommended to the
user u and θ is a threshold value indicating if a recommenda-
tion is relevant or not.
recall is defined as the averaged recallu for all the users of

the RS:

recall =
recallu
#U

(21)

where recallu is the proportion of relevant items recom-
mended to the user u with respect to the total relevant items
rated:

recallu =
#
{
i ∈ RNu

∣∣ru,i ≥ θ }
#
{
i ∈ Îu

∣∣ru,i ≥ θ } (22)

nDCG is defined as the averaged nDCGu for all the users of
the RS:

nDCG =
nDCGu
#U

(23)

where nDCGu is the normalized relevance of N recommen-
dations provided to user u based on its position in the recom-
mendation list:

nDCGu =
DCGu
IDCGu

(24)

IDCGu is theDCGu of ideal ranking order, that is, the actual
rankings of the user in the test set.

DCGu =
N∑
p=1

2ru,xu,p − 1
log2(p+ 1)

(25)

IDCGu =
#Îu∑
p=1

2ru,yu,p − 1
log2(p+ 1)

(26)

where xu,p stand for the item recommended at the p-th posi-
tion if items recommended to user u are sorted from higher
to lower prediction (r̂u,i) and yu,p stand for the item at the
p-th position if test items rated by user u (Îu) are sorted by its
rating value (ru,i).

C. CLASSIFIER PERFORMANCE
The proposed method is a multiclass classification algorithm.
It classifies each pair <user, item> into a rating value.
To analyze the quality of this classificationwe have computed
the confusion matrix of user-based, item-based and hybrid
approaches. Fig. 1 contains the classifier performance for
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FIGURE 1. (a) Confusion matrix; (b) normalized confusion matrix;
(c) confusion matrix discretizing the rating (not like = {1, 2, 3},
like = {4, 5}); (d) normalized confusion matrix discretizing the rating.
MovieLens-1M dataset.

NBCF (hybrid) in MovieLens. We adopt a confusion matrix
normalization technique because it provides a better interpre-
tation of the data.

From fig 1. (a) We can observe that there are a higher
number of predictions with high ratings (4 and 5), which
means that the users usually rate the items in which they
are most interested. In fig. 1 (b), for a low percentage of the
observations, NBCF model incorrectly predicted a rating of
either 1 or 2 or 3 when the actual rating is 4 or 5, this means
that users are not recommended items that are of interest to
them. However, for a high percentage of the observations, the
NBCF model correctly predicted a rating of 4 or 5 when the
actual rating is the same. In fig 1 (d) we can observe that
the 59% of items have been correctly identified as not Like
and the 82,3% have been correctly identified as Like.

D. RECOMMENDER SYSTEM PERFORMANCE
In this section, we include the empirical results obtained from
the comparison of the proposedmodel with the baselines. The
hyperparameter α of the proposed approach (NBCF) has been
fixed to 0.01 for all the experiments.

Table 7 contains the MAE for each dataset. It is observed
that NBCF (hybrid) accuracy is better than all the CF base-
lines in two of the datasets (Yahoo and BookCrossing). In ref-
erence to MovieLens the result of MAE is close to that
obtained with BNMF. On the other hand, in FilmTrust, NBCF
is the second model with the best result in MAE obtained.

Therefore, the proposed method NBCF (hybrid) provides a
significant improvement in MAE with respect to the most CF
baselines we use. We believe that the reason why NBCF does
not obtain the best results in FilmTrust dataset is because the
data volume of FilmTrust is relatively small, resulting in poor
performance on parameter estimation.

TABLE 7. Mean absolute error (mae) of the predictions performed to the
test ratings.

FIGURE 2. (a) Normalized Discounted Cumulative Gain (nDCG),
(b) precision & recall of each recommendation method for
MovieLens-1M dataset.

Fig. 2 contains the nDCG and the Precision&Recall values
for MovieLens dataset. Precision and Recall have been tested
using the relevance threshold at value 4 (θ = 4) to discrim-
inate if a recommendation is relevant or not. In fig. 2(a),
we can observe that results of nDCG show that proposed
approach NBCF (item), NBCF (user,) NBCF (Hybrid) out-
performs baseline approaches in terms of ranking accuracy.
We can find that the NMF and BNMF approaches perform
worse than NBCF but better than INBM, another Bayesian
method.
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Fig. 2 (b) shows that BNMF provides better Precision &
Recall than tested CF approaches. NBCF (Hybrid) achieves
recommendation accuracy greater than the considered base-
lines (except for the BNMF andNMFmethods). Additionally,
NBCF (item) and NBCF (user) present better recommenda-
tion accuracy than tested baselines (GGM, INBM, Bi-CF).

Besides, analyzing the performance of the three proposed
approaches, we can conclude from fig. 2 that NBCF (hybrid)
approach is better in most of the metrics calculated, for exam-
ple: in MAE, precision and recall. However, nDCG results
show that NBCF (items) is better than the other two proposed
approaches.

FIGURE 3. (a) Normalized Discounted Cumulative Gain (nDCG),
(b) precision & recall of each recommendation method for
FilmTrust dataset.

Fig. 3 contains the nDCG and the Precision & Recall
values for FilmTrust dataset. Precision & Recall have been
tested using the relevance threshold at value 3 to discriminate
if the test rating is relevant or not (θ = 3). Examining
Fig. 3 (a), we can observe that proposed approaches pro-
vide higher nDCG than the baselines we used. NBCF (user)
presents similar nDCG than BNMFmethod when the number
of recommendations increases, and it has similar behavior
than NMF method when the number of recommendations
decreases. INBM and Bi-CF show an nDCG worse than the
other state-of-the-art CF methods.

From Fig. 3 (b), we can observe that NBCF, NMF and
BNMF provide better Precision & Recall than others tested
CF approaches. Analyzing this figure, we observe a Precision
& Recall behavior equivalent to that obtained in nDCG,
where the behavior of our proposed approach NBCF shows
better results than CF baselines. The INBM and Bi-CF meth-
ods have been removed from this figure in order to compact

the results display area. Their values of nDCG and Precision
were always lower than the minimum value defined in the y-
axe of both graphs.

Additionally, we compared the three proposed approaches,
getting the following outcomes. The MAE of NBCF
(hybrid) achieves better results than the other two proposed
approaches, whereas the precision and recall is better with
NBCF (items) and NBCF (users). On the other hand, when
the number of recommendations increases, nDCG is better
with NBCF (hybrid) approach.

FIGURE 4. (a) Normalized Discounted Cumulative Gain (nDCG),
(b) precision & recall of each recommendation method for Yahoo dataset.

Fig. 4 contains the nDCG and the Precision&Recall values
for Yahoo dataset. The relevance value is θ = 4. We can
observe that NBCF (user) and NBCF (hybrid) show a better
performance in nDCG that selected baselines. GGMperforms
worse in Yahoo dataset.

Fig. 4 (a) shows also that when the number of recommen-
dations increases, NBCF (items) and NMF present similar
performance in nDCG than others proposed methods. We can
observe that NBCF, as well as NMF, provide better Precision
&Recall than any other tested CF approach. Similarly, as seen
in Fig. 4, nDCG is better in NBCF (Hybrid) compared to
NBCF (items) and NBCF (user). Also, the precision and
recall of the three proposed approaches present a result almost
similar among them. We can see the superiority achieved in
MAE of NBCF (hybrid) with respect to the other proposed
approaches. The GGM method has been removed from this
figure in order to compact the results display area. It values
of nDCG and Precision were always lower than the minimum
value defined in the y-axe of both graphs.
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FIGURE 5. (a) Normalized Discounted Cumulative Gain (nDCG),
(b) precision & recall of each recommendation method for BookCrossing
dataset.

Fig. 5 contains the nDCG and the Precision&Recall values
for BookCrossing dataset. Precision and Recall have been
tested using the relevance threshold at value 8 (θ = 8). In this
dataset, we can observe that NBCF (hybrid) and NBCF (item)
provide better results for nDCG compared to CF baselines.

NMF presents a worse result than the other methods.
Fig. 5 (b) shows that, unlike other datasets, in BookCross-
ing the Precision & Recall is better for GGM, INBM and
Bi-CF methods. Moreover, the proposed approaches show
an improvement in Precision and Recall with respect to the
BNMF and NMF methods.

Additionally, comparing the three proposed approaches, in
fig. 5 (a), we can observe that when the number of recom-
mendations is low, NBCF (hybrid) is better than the other
proposed approaches, whereas when the number of recom-
mendations is highNBCF (items) is better. As inmost dataset,
NBCF (hybrid) achieve a particular improvement in preci-
sion and recall compared to NBCF (items) and NBCF (user)
approaches.

Experimental results show an improvement in nDCG using
NBCF for all datasets present in Table 6. In summary, ana-
lyzing Fig. 2 to 5 we can establish the superiority of the
proposed approaches over baselines we used: These provide
the best tradeoff between nDCG and Precision & Recall
measures.

Additionally, based on the results, it seems that NBCF
(hybrid) is better than the NBCF (items) and NBCF (user)
in terms of MAE, and it is better in nDCG for FilmTrust
when the number of recommendations increases, with
Yahoo dataset NBCF (hybrid) shows a minimal improve-
ment than the other proposed methods. For BookCrossing

NBCF (hybrid) is better in nDCG when the number of
recommendation decrease. In terms of precision and recall,
NBCF (hybrid) achieves better results in two of the dataset
we used to compare to the other two proposed approaches.

E. RELIABILITY MEASURE
The proposed method provides a reliability value that rep-
resents the confidence of the model in the predictions that
it performs. Fig. 6 contains the percentage of perfect pre-
dictions regarded to a fixed reliability value in MovieLens
dataset for NBCF (hybrid). We can see that, as reliability
increases, the percentage of perfect predictions increases
(i.e. the percentage of predictions with the error equal to
zero). When the reliability is over 0.35, 50% of the predic-
tions are perfect. When the reliability is over 0.55, 70% of the
predictions are perfect. This experiment demonstrates that
the reliability value provides additional information about
the predictions. Additionally, it provides users with valuable
information about the reliability of the recommendations.
We expect that if the recommender system recommends an
item to a user with a high prediction, this item will satisfy
the user.

F. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity of the algorithm 1 is O(U ·
Ī · (Ī + Ū )), with Ū and Ī representing the average number
of users that rated an item and the average number of items
that were rated by a user, respectively. Note that Ī � I and
Ū � U in the context of CF problems.

NBCF has a similar computational complexity than MF
algorithms. NMF [8] and BNMF [10] have a computational
complexity of O(N · K · U · Ī ). Both computational com-
plexities share the terms U and Ī, so the differences lie in the
comparison of N · K with respect to Ū and Ī. For example,
in MovieLens dataset, N = 150, K ≈ 10, Ū ≈ 260, and
Ī ≈ 160. In this case, NBCFwould have a complexity slightly
lower than MF. In other datasets, we can find that NBCF
would have a complexity slightly higher than MF. We can
conclude that the computational complexity ofNBCF andMF
are approximately the same.

IV. RECOMMENDATIONS EXPLANATION
The proposed method allows for explaining the predictions.
For any prediction, it is enough to see which other ratings
have influenced more in this prediction.

To explain a recommendation to the user u (we assume
that recommendations will like him), we consider the case
in which the system has recommended the item i with an
estimated rating of r̂u,i.
If the approach is ‘‘user-based’’:

Sort all items rated by user u according to their
likelihood within the item i from highest to lowest
Repeat until you have P evidences:

Pop the first item j from the list
If the user u has rated positively the item j:
Add item j to the evidences
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FIGURE 6. Reliability of the recommendation in (a) movielens dataset, (b) filmtrust dataset, (c) yahoo dataset, and (d) bookcroosing dataset.

Justify your recommendation with the next sentence:
‘‘you will like the item i because you liked the items
<complete with the P evidences>’’.

If the approach is ‘‘item-based’’:
Sort all users that have rated the item i according to their
likelihood within the user u from highest to lowest
Repeat until you have Q evidences:
Pop the first user v from the list
If the user v has rated positively the item i:
Add user v to the evidences

Justify your recommendation with the next sentence:
‘‘you will like the item i because it liked to the users
<complete with the Q evidences> who share interests
with you’’.

If the approach is hybrid
Both previous approaches are combined by adjusting
the P and Q values according to the needs
Justify your recommendation with the next sentence:
‘‘you will like the item i because you liked the items
<complete with the P evidences> and it liked to the
users <complete with the Q evidences> who share
interests with you’’.

V. RELATED WORK
Probabilistic models have been widely studied within CF
because they are able to explain the recommendations made
by these recommender systems. The most significant works
related to this subject are: A probabilistic model [22] which

integrates the items, the users, as well as the associations
between them into a generative process. They derive a pro-
gressive algorithm to construct an ensemble of collaborative
filters. Likewise, [23] presents a probabilistic item embed-
ding model, that learns item representations from click data,
and a model named EMB-MF, that combines the probabilistic
item embedding and PMF for coupling the item representa-
tions of the two models.
In [24], their authors propose a local probabilistic matrix

factorization (LPMF) algorithm, which divides the entire
matrix into a certain number of local matrices and combines
these local optimal solutions in a weighted manner. It learns
local models based on specific local matrices.
BNMF [10] is a technique used for predicting the tastes of

users in RS based on CF. It is based on factorizing the rating
matrix into two non-negative matrices whose components
have an understandable probabilistic meaning.
Reference [18] shows two different methods of modeling

probabilities: a Gaussian model for rating behavior, with the
addition of a Gaussian-Gamma prior, andMultimodal model,
which is equivalent to taking maximum likelihood estimates
of the parameters of a multinomial distribution.
The Improved Naive Bayesian Method [19] provides a

new simple solution to the lack of independence other than
Bayesian networks. It has an adjustment of the indepen-
dence, which makes it possible to be applied to the instance
where conditional independence assumption is not obeyed
strictly.
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Two probabilistic models are presented in [25] with
prior parameters that the user can set to encourage the
model to have a desired size and shape, to conform with a
domain-specific definition of interpretability. They provide
an approximate inference method that uses association rule
mining and a randomized search algorithm to find optimal
Bayesian Rule Sets maximum a posteriori model.

In [26] authors present a distributed memo-free variational
inference method for large-scale matrix factorization prob-
lem, which is based on a newly derived principle of dis-
tributed variational Bayesian inference.

Reference [27] proposes a movie genre Bayesian predic-
tion model based on user ratings. They treat ratings as a fea-
ture vector, apply a multivariate Bernoulli model to estimate
of a movie being assigned a certain genre, and evaluate the
classification score of the genre of a given movie by using
the Bayes rule.

A natural inference model based on uncertainty rules to
offer to non-registered users the possibility of inferring them-
selves their own recommendations is proposed in [28]. This is
mathematically formalized by means of a probabilistic model
that simulates the forward reasoning based on rules.

Reference [29] presents two generative processes of rat-
ings are formulated by probabilistic graphical models with
corresponding latent factors, the partial latent factor model
(PLFM) and biased latent factor model (BLFM). The full
Bayesian frameworks of such graphical models are proposed
as well as the variational inference approaches for the param-
eter estimation. Reference [30] uses the Bayesian approach
into the MF model; the authors propose two novel latent
factor models, which incorporate both socially-influenced
feature value discrepancies and socially-influenced condi-
tional feature value discrepancies.

To fusion the user’s space with that of the items usually
provide more accurate recommendations than independent
approaches. Some works that combine both approaches have
been proposed in the literature, more recently: A hybrid
approach that combines user-based CF (UBCF) and item-
based CF (IBCF) is presented in [17]. It uses the biclus-
tering technique to reduce dimensionality. The performance
of the fusion of these approaches is called Bi-CF, which
combines the resultant predictions of each model to make
final predictions. Likewise [31] describes the fusion of user-
based (UbCF) and item-based (IbCF) CF to minimize error
in prediction. Predictions fromUbCF and IbCF are combined
through simple and weighted averaging and performance of
these fusion approaches is compared with the performance of
UbCf and IbCF when implemented individually. In the same
way, [32] presents the IU-PMF model fusing Item Similar-
ity and User Similarity into the PMF model to make more
personalized and accurate recommendations. It combines the
merits of both methods.

A hybrid recommendation approach and a framework
using Gaussian mixture model and matrix factorization tech-
nology is showed in [33], where the improved cosine sim-
ilarity formula is used to get users’ neighbors, and initial

ratings on unrated items are predicted. Users’ ratings on items
are converted into users’ preferences on items’ attributes
to reduce the problem of data sparsity. The obtained user-
item-attribute preference data is trained through the Gaussian
mixture model to classify users with the same interests into
the same group.

VI. CONCLUSIONS AND FUTURE WORK
In this paper we have presented the design of a Bayesian
model that provides recommendations as good as the matrix
factorization models and that allows us to justify the rec-
ommendations. We have combined approaches based on the
space of users and items within a single model. In addition,
ourmodelmade possibly get reliability values associatedwith
the predictions.

We have tested the proposed approach using four public
datasets and a large set of model-based CF baselines. The
results of the experiments indicate the proposed approach
gets better precision results, especially when the number of
recommendations is low.

The proposed approach offers better characteristics than
the tested baseline methods. Due, proposed approach pro-
vides improvements in its results, these can be suitable for
making comparisons between different methods and various
datasets. The results also show the superiority of the proposed
approach with respect to the baselines in nDCG. Likewise,
it presents significant improvements in the prediction’s accu-
racy in two of the tested datasets.

Consequently, the results obtained with NBCF are consid-
ered acceptable, since the model allows estimate the rating an
item could have.

The proposedmethod could be extendable through the inte-
gration of attributes information of items or users, contextual
information, etc. This would be achieved by modifying the
computations of the conditioned probability.

The following topics are proposed as future work:
(a) To apply other measures (novelty, diversity, serendipity,
etc.) to test the proposed approach; (b) To extend the proposed
method to groups of users; (c) To study the parallelization
of the algorithm to improve its scalability; and (d) To extend
the proposed method by integrating social network informa-
tion, attributes information of items, and various contextual
information.
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